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Summary

The following is a project report for a final year thesis project entitledalisation in Ad Hoc
Networks using Infrared Channels

Infrared is emerging as a leading cand&afor providing secure gigabit indoor
communications such as high speed internet to portable devices, and localisation would
form an important part of such systems, increasing throughput through directional routing
and preventing interference between dees.

The aims of this project were to implement an iterative localisation algorithm for infrared ad
hoc networks, test its performance on a real world testbed of infrared wireless nodes and
make recommendations as to improvements. The algorithm preseniseds a novel
approach to weighing position estimates in order to mitigate the effects of error
propagation.

Key outcomes include¢he successful fabricationfoa small testbed of nodes, and the
implementation of the localisation algorithm in cad€he locdisation code wasfound to
calculate bearings with reasonable accurad¥psition estimation wasshown through
simulation to work onsuccessful packet receptipioweverdue to packet collisions there
were problems in achieving it on the testhed

This report provides a background on localisation in wireless ad hoc netwailks$ails
regarding the fabrication and operation of the infrared testbed, an examination of the
localisation algorithm anda walkthrough of thecode produced Results of tests and
recommendations as to future work are also provided.
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Anchor Hop Distance Weighted Localisation
Cyclic Redundancy Check

Destination Address

Exponential Weighted Moving Average
GNU C Compiler
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Global Positioning System

Integrated Circuit

Integrated Development Environment
Infrared

Interrupt Request

In System Programmer

Interrupt Srvice Routine

JTAG Joint Test Action Group

LED Light Emitting Diode

LSB Least Significant Bit

A Media Access Control

MANET Mobile Ad Hoc Network

MSB Most Significant Bit

MUTEX Mutual Exclusion Semaphore

NAV Network Allocation Vector

Operatirg System

Personal Computer

Printed Circuit Board

Pulse Width Modulation

Random Access Memory

Radio Frequency

Received Signal Strength

Received Signal Strength Indicator

Real Time Operating System

Receiver

Souce Address

SLIP Serial Line Internet Protocol

SRAM Static RAM

T TransistofTransistor LogicTime to Live
Transmitter

UART Universal Asynchronous Receiver/Transmitter
USART Universal Serial Asynchronous Receiver/Transmitter
USB Universal SerieBus

Wireless Sensor Network
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1. Introduction

1.1 Background & Motivation

Whilstin the past relegatedo low data rate applications, infrared and visible light systems
are now beindooked at as a way giroviding high speed wireless indoor communications.
In such a systenhe apparent shortcomingsf infrared being short range and requiring line
of sight would povide protection from eavesdropping and interference whilst the high
directionality of IR transmitters could be utilised to increase throughpnftaredis also a
viable means oEommunicationin aquatic environments, as clean water provides relatively
low attenuation of infrared light.

Indoor mobile ad hoc networks (MANETI®e teams of cleaning robots awireless sensor
networks (WSNs) suchsasurveillance camera systemsould also employ infrared
communications In many such networks localisatiors irequired to allow nodes to
determine their positions (either relative to each other or absolutely). High level
applications often require at least relative localisation information in order to perform tasks.
The focus of this project is the implementatiaof a localisation scheme which reductse
error accumulation that occurs in other iterative localisation methods.

1.20bjectives

Themain aimof this projectwasto implement and test the performance tfe localisation
algorithm for infrared ad hoc netorks outlined in the paperincorporating Multiple
Estimates for Accurate Localization in Infrared Ad Hoc NetwWafk$he algorithm takes an
anchor hop count based approach to weighting position est®man ader to reducethe
effects of error propagation found in iterative localisation schemaxcalisation code was
written and testedon a testbed made up afion mobile Sensr infrared nodes Z] which
were built aspart of the project.Based on these tests, an assessment of the algordahoh
recommendations were made.

The localisatiorschemeoutlined in this reportis unique in two ways, firstly in the way
position estimates are calculated without the need for sigs&rength indicators and
secondly in the way position estimates are combined to reduce error caused by error
propagation over multiple hops.

This projectaims to furthercontribute to research in the arsaf localisationand optical ad
hoc networks. Itbuilds upon the work done in the papdncorporating Multiple Estimates
for Accurate Localization in Infrared Ad Hoc Netwdrksnovingfrom a simulaté to a real
world test platform,and providesan evaluation of the schemsith recommendations as to
improvements.



1.3 Report Overview

The report first gives a backgrounoh section 2on wireless ad hoc networks, infrared
communicatiors and localisation techniques. Details regarding the fabrication and operation
of the Sensr infrared testbed are given in sgon 3 (vith schematics andomponent lists
provided in AppendixC). The localisationschemeincluding bearing estimation, position
estimation and the weighting algorithris coveredin section 4, whilst the actual code
produced for the testbeds examinedn detail in section 5 (and provided in Appendix
Results of ¢sting and a evaluation of systenperformanceare provided in section 6,
followed by conclusions and recommendatianssection 7.Any questions or clarifications
about this report are welamed by the author.



2. Background

2.1 Wireless Ad Hoc Networks

A wireless ad hooetwork is a system of autonomous nodes which form a decentralised
communications networkWireless communicabin allows fora dynamicnetwork topology
where new nodescan te rapidly introduced and likewise rapidly removeadodes act as
both host and router,performing tasks andorwarding messages to each other. For
example mobile nodesanform dynamic networks where they are linked with their nearest
neighbours; nodesvhich move too far from their neighbours might lose connection but
then comeinto contact withother nodes and begin talking, changing the network topology

There is a need then f@d hocnetworksto be able to adapt quicklyp change This requires
efficient routing protocolsso nodes can communicatenew information over multrhop
paths consisting of possibly several linkee use of wireless communication also requires
nodes to cope with noise and interference as well asisigdimited bandwidth.

Thereare two major types of wireless ad hoc networks; smaitelesssensor networks
(WSNs)and mobile ad hoc networks (MANETS), both of which hgneat potential to
perform tasks cooperatively in unpredictable environmengs.wireless ad hoc sensor
network mnsists of severglypically stationarysensor nodes spread across a geographical
areawhich can be usedo take measurementsgdetect events of interestand evenclassify
and track objectsln amilitary sensor network itould be possible to detectreenemytank,
classify it, measure its speed and track it across the netWdANETSs are ad hoc networks
with mobile nodes.There are several diverse applications for MANETs, one being to
establish efficient, robust lines of communication in disaster ortamyli situations.The
ability to configue and deploy nodes quickly makel hoc networks suitable for such
scenarios

Robotic swarms are another area in which wireless ad hoc networking can be apphdéd. In
of theseapplications ad hoc networks are reied to be self organising, robust and energy
efficient as well asf low cost and minimal complexity.

2.2 Infrared Communications

Infrared (IR)communications have traditionally been usedimaoor, short range Jow data
rate applicationssuch as in commmicatiors between computer peripherals and remote
control of home devices. Messages are transmitted by encoding a modusiged! and
emitting it via an IR LED. The LED focuses this into a nat®Wweam providing high
directionality. Line of sight betweethe transmitter and receiver is required for messages to
be received.



Whilst this line of sight requirement might first be seen as a disadvantage, it can be used to
prevent eavesdropping as well as outside interferengeviding increased security and
reliability. It also allows for independent networks to be placed in adjacent avatdsut
interference (provided no line of sight between them). shmilar set up usingRF wireless
networks would require different operatioal frequenciesand would still be susceptible to
eavesdropping from the outsidéR also has the advantage of being low cost by employing
relativelycheapcomponents.

Whilst previously limited to low data rate applications, infrared and visible spectrum
communication systems are now ing researched as a means to provide high speed indoor
communications, such as high speed internet to portable devices. In addition to preventing
eavesdropping, e high directionality provided by IRRduces interference between nodes
and canincreag network capacity by allowing multiple packets to be transmitted
simuktaneously Energy consumptiorwould also be reduced by directing transmission
power only at the desired recipiesit

Severaloptical wireless ad hoc networks have been developed at resesmrstitutions
around the world(for examplePushpin node$3] and Moorebots 4]) egecially in thearea
of indoor ad hoc networksAn application of such networks cdube a team of indoor
vacuumghat can communicateo effectively coordinatehe cleaningof large areas. Optical
wireless ad hoc networksould alsobe usedin aquatic environments as clean water
providesa relatively low attenuatiomrmedium for nearvisibde and visible lightln fact, Festo
have developed an underwater robot called the Adally [5], which swins like a jellyfish
and communicates via infraredhannels

Figure2.1: TheFesto AquaJelfpommuniatesunderwatervia an arrangement o1 IR LEDs.

2.3 Localisation in Wireless Ad Hoc Networks

Many applications in ad hoc networks require localisation to determine node positions
(either relative to each other or absolutelWlany higher layer applicatics require at least
relative localisation information to perform tasks such as geographical routing, location
based addressing and sensor mappihgthe case of MANETS localisation information is
particularly critical as nodes must be able to determineithocatiors and that of their
neighbours to effectivelynteract with each other andoordinate tasks.
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Figure 22: Awiderange ofhigher layempplications depend on localisation information.

An obvious way to achieve localisation would be to usesteng infrastructure such as GPS
but in a network of multiple nodes such a solution would increasdencomplexityand
costs as well agedudng lifespan Also sucha systemwould belimited to the infrastructure
that supports it,for exampleGPS is ofte only accurate for outdoors with clear weather. A
more autonomousapproach is for nodes tdetermine their positiongrom their immediate
neighbours forming a distributedlocalisationnetwork which has the added advantage of
energy efficiency.

There aretwo families of localisation techniques for wireless ad hoc networks. Namely,
range based techniques in which nodes measure distances or angles to other reference
nodes to determine their position and range free techniques where nodes are not required
to do so, relying on connectivity information to determine node positiohdrared
communications are suitable for range based localisation as angles can be readily calculated
due to thehighdirectionality of IR transceivers.

The procedure for range basddcalisation can be broken into three stages. Firstly nodes
must determine their distances anblearingsto other reference nodes. Then using this
information, by geometric principles (triangulatiofor examplg, a position estimate can be
calculated. A laglisation algorithmis used to determindnow position estimates are shared
and combined to produce accurate localisation across the network.

Often in an ad hoc network a small number of nodes will know their absolute position
exactly, being either prprogrammedand stationary orhavingaccess to outside localisation
means such as GPS. These nodes are commonly referred to as anchor nodes, acting as fixed
known points in the networkin many ad hoc localisation schemesdas adjacent to the

anchor nodes aa determine their positions, and following this their neighbours can do
likewise. In this way localisation information can propagate through the network over time
(iterative localisation)The goal of sucechems is to allow nodes with unknown locations

to make accurate, stable and quickly converging position estimAteoblemwith iterative
schemes is th@otential accumulation of errors at each hop away from the anchor npdes
which can render position estimates unreliable in large networks

The locabkation method implemented in this project is unique in two ways. First, explicit



RSSI information is not required to determine distances betwemtes;nodes only need to
take bearing measurementd his isdlone viathe circular transmitterand receiver arays on
the Seng infrared nodes which form theestbed for the project. Second, an anchor hop
distance weighting localisatioMHDWI|. algorithm is applied tonitigate the effects berror
propagation that occuthe further a node is from an anchor node.



3. Seng Testbed

This section provides details regarding the constructamd operationof the testbed used in
this project.Component listeind Sensr circuit diagrams are provided in Appendix

3.1 Overview

The Sens node was designed as a low costde to do angle based infrared localisation.
Each node consists of two circuit boards; the communications board which allows nodes to
communicate via infrared links and the mainboard which is designed to perform higher level
application tasks (in this cadocalisation).

Figure 31 Non mobileSens nodetop view

Both boardsare driven byAtmel &bit AVR microcontrollers whigbrovide a range of useful
on-chip functionssuch as timexcounters, pulse width modulation (PWM) outputs, analog to
digital caowversion (ADC)erial USART communications and pin interrupts. There is a well
maintained open source development toolké] [based on the GNU C Complier and a very
active online support community’] for AVR devicesThe number oprocessorsn the AVR
family means that projects can be readily upgraded to use more capable chips without
significant changes to the project code.

The communications board consists ofiecular arrangement o$ixteendirectional IR LEDs
and eight BRM1030 infrared receivers §], controlled by anATmegal68 microcontroller
The board works in the physical and data link layers, providing infriarks between nodes
and passing packetga UBARTto the mainboard which performs higher level functions.
Commands are likewise received from the mainboard \BaRI .
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Figure 32: Components of the communications subsystem.

The infrared transmitter LBs arearranged in a circular layout angired up in a4 x 4
matrix, which is fed a 38 kHz supply sigfWWM_IR)n order to modulate transmissions

(the BRM1030receives requirea 38 kHz carrier frequency to decode signdite LEDs are
wired such thatthe horizontal rails form quadrantéA, B, C & D), and the vertical rails
ground paths for theLEBR in those quadrans (W, X, Y & Z)The horizontal rails & LED
voltage supply are controlled by PNP transistors (requiring inverted logic signals) and the
vertical rails by NPN transistors connected to ground.
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Figure 33: Communicationsi dzo & & #Riir&ngnédtter configuration.

In order to ensure transmitter power remains consistent it is a requirement that onéy
ground transmitter can be set at a time. This allows for up to four independent messages to
be transmittedsimultaneously spaced 90° aparat the same transmission power, aatso
ensures that adjacent transmitters do not interfere with each othire localisation scheme

in this project requiresadjustablecontrol of transmissiorpower; this is done by using a
variable voltage regulator where output voltage is controlled by a P¥iwal(PWM_V)

from the ATmegal68ncreasing the duty cycle of thiggeal increases the voltage output
(incidentally the transistors will not switch for an output voltagenamfich greater than 5V,
which corresponded to a duty cycle of around 80% in the testbed setup). This voltage is run
through a series resistor & LED cadndiion, and as only one ground transistor can be set
the result isa linear relationship between current and supply voltage. Given a constant
voltage drop across the LED this means transmission power is directly proportional to duty
cycle of the signal\WM_V.



Messages can be received simultaneously on each ofeifgbt infrared receivers. As
mentioned earlierthe BRM1030receiver modules only detect signals modulated at around

38 kHz. This helps to eliminate interference from other infrared sourcels asche sun,
although some outside sources might also be modulated (fluorescent lighting for example).
¢tKS NBOSAQOSNI Y2Rdzf SQa ARtS adlrasS aAa f23A0
be inverted (which needs to be accounted for when decgylin

The mainboard is powered bynaATmegal28microcontroller which consists of more
features and significantly more memory than the ATmegal®&his project the mainboard

is used tomaintain tables regarding immediate neighbours, do localisation cdicoi

send commands to the communications board as well as act on packets received and output
datato a PCThe board employ§ KS a A O NHRTOSY t hapage processor usage
across multiple tasks (whereas the communications board is run by interrupt driven C code).

In terms of chip 10, two serial UARTSs are used for commuoinsafour general 10 pins are
used as inputs from a Dbwitch and a furthereight used as outputs to some LEDs for
debugging purposes. Also, whilst ndtlised in this project the mainboard provides ADC
an eight pin GPIO port, control circuitry fornaexternal motor and 10 for optical wheel
encoders.Thisis a scalable board which alloier Sensr nodes to be used in research
requiring mobile nodesand even allows foswapping infraredvith other communications
systemssuch as wirelesd.().

to Communications Board

Ay
16@'\52 USART JITAG
ATMega128

USART

Figure 34: Components of the maprocessingubsystenutilisedin this project

Serial communications are done relatively simply between the mainboard and
communications board as both ATmega chips provide onbEBART functionsased on
transistortransistor logic To communicate with a PC however, requires RS232 compliant
logic levels which transistdransistor logic does not provide. So a RSEBZTLcircuit See
figure 3.5 wasmadeas part of the testbed. Mesages from the mainboarcbuld then be
receivedat the PC bysing a serial port terminal (HyperTermimas used in this projekt
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. . i Serial Catgéepc
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FDO | f
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Figure 36: RS232 to TTL converter cirased for snding messages to PC.



The AVR Studio 4DE[11] was used to simulate the chips and to programo boards via
JTAG port usingni@AVR ISP MkII (sourced from Soan@ingprogrammer comes with a 6 pin
plug,and sorequired making up a 6 pin ISP to 10 pin JTAG crossoverlikatiteat in figure
3.6 below.

JTAG Cahle
to Sens-r

/L- )i POl |
o RESET . T
o 50K . o 0]
+ DO M0

L v

6 Fin
to AVR ISP Mk

Figure 36: 10 pin JTAG to 6 pin ISP cable used for programming.

3.2 Fabrication

One of the key outcomes of this project wadestbed offive nonmobile Sens nodes to
provide a real world test platfornfor the localisation sheme.The Sens circuit boards are

two layer milled PCBs, the mainboardctangular(80x60mm)and the communications
board circular(, y n Y. YAuwo dimensionaPCBmilling machine was used tmill away
copper foil from the top and bottom layers, leaving the desired copper tracks separate from
the rest of the board. Vias and through holes were drilled to allow connections to be made
between the top and bottom layers.

The mainboard consists of a large number of surface mount components including resistors,

capacitors, LEDs and the ATmegal28. onnectors,the reset switch and thenotor drive
IC were through hole soldered.

) i
-ttt -

E

E
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=~y

Figure 37: Sens mainboard.

All components on the communications board (with the exception of the voltage regulator)
were through hole componentsThe sheer number of components and via holes made
soldering the communications bads quite a challenge (see figure 38

1C



a) Top view. b) Bottom view.
Figure 33: Seng communications board.

The following changes were made from the Semsiginal schematics (which are given in
AppendixC.9. On the mainboard.293D ICs were usddstead ofL293 ICsmakingthe
diodes specified for motor control in the original circuit diagramdundant. Also alinused

IO such as the ADC and GPIO ports were not given pin connddtotee communications
board an additional decoupling capacitor was soldered across the ATmegagsand
ground input pins. Also, the original PCB layout had a track which was not able to be milled,
whichwas fixed by soldering a new path using low gauge wire.

3.3 Issues & Recommendations

Construction was made difficult by the use of milled coppersP&Basignificant amount of
effort was required to ensure that the milled tracks would not short circuit with the board at
soldered junctures. The amount of through holes and vias requipedicularly for the
communications board made this a significd problem. Another difficulty was the
oxidation of the copper over time due to handling, thimde soldering more difficult (later
foundto be improvedby sanding with emerpaper). The performance of the Semanodes
was adequate, although sometimes uhable due to the quality of the circuit boards.

Debugging and testing of code on the nodes was quite a slow prae$¥inAVR does not
come withsupLJ2 NI T alNJode wveuld first have to be compiled to satisfy AVR and C
code requirementsthen uploaded to the Sens mainboard and then during program
executionerror messages specifically added to the code would be output via USART to the
PC termiml. This process would then be repeated until successful execution was achieved,
making debugging #ortuous processThere were also many occasions when code would
stop working and produce inexplicaliesultsdue to a lack of program memory, although
later in the course of the project significant savings in data memory were achieved to
prevent this.

In order to create a large network, it would be wise to alter the node desiga smgle
communicationsboard with a USB port Higher level tasks could beode via PC by
simulating the role of the mainboayavithout worrying aboutlack ofmemory (which was a
major concern in writing code for this projechultiple nodes could be controlled eyUSB
hub and data from eactecorded, providing a complete accduf the state of nodes in the
network over time.Most importantly the time taken to perform debugging would be
significantly reduced.

11



4.Sensr Based Localisation

The localisationalgorithm in the paper Incorporating Multiple Estimates for Accurate
Locaization in Infrared Ad Hoc Networkd forms the basis of the scheme presented in this
section, with some modificationdn this scheme nodes form a distributed ad hoc network,
sharing localisation informatiofposition and beang data) with their immediatéP m (K 2 LJ
neighbours.Relative bearing estimation forms the basis of thasge based localisation
scheme.

The scheme requires a small number of nodiesthe networkto know their positions
absolutely &t least two anchor nodes are required to allow initial position estimates to be
made). Once initial estimatdsgave beemmade other nodes not adjacent to the anchaan
make position estimates, followed then kyeir neighbours. The iterative localisation
schene presented here makes use of an anchor hop distance wezglocalisation
(AHDWI\. algorithm to weigh psition estimates based on node hop count from anchors in
order to reduce the effects of error accumulation from the anchors.

Localisationcan be brokerdown into three stages. First, nodes determine bearings to their
immediate neighbours. Theonnce they have obtained bearing and position data from other
nodes they are able to calculate a position estimate witersection of circles new
information re®ived is used to form new position estimat&snally, psition estimates are

combined usinghe AHDWLalgorithmA 'y 2 NRSNJ 2 | OOdzN» G4 St & RS

position

The localisation schememplemented in this project is unique in two ways. Firstpleeit
RSSI information is not required to determiargles ordistances between node8earing
measurements are taken from sequences of messages sent over a range of poweviavels,
the circular transmitter/receiver arrays on the Sansodes which fam the testbed for the
project. Second, anchor hop distaniseused as a measure to weight and combine position
estimatesin order to reduce error propagation across the network.

4.1Bearing Calculation

The BRM1030 receiver moduleis alow cost IR receiverused in typical low data rate
applications such as remote controlsis an integrated package whithiffers the received
signal through ampliéir, band pasdilter (centred at 38 kH3, integraor and comparator
stages to obtain a digital signal. Itnet possible to measure the properties of the original
signal with such a device, particularly received signal strength,([R&8)g passed the signal
through this multistage system.

The characteristics of thBRM1030however allowfor channel connecitity to be used as
an indirect measure of RSBrevious testing 2] found that for a series of transmitted
pulses the device will either receive almost all pulses or none ,aa d&fick wall where the
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device $ either connected or not. There was also shown to be a clear relationship between
transmission power, transmitter and receiver angles. Connection quality reduces for greater
angle between the transmitter and receiver, thus requiring greater transmissarepfor a

packet to be detected (oa reduced distance between themThis finding combined with

the arrangement of the communications board can be used toldo & 2 Ndilirece ¥ W
measurementbf RSSutilising transmission power to calculate bearings.

The method is similartd 2 @ 1 = a OY Sy y 2 Caigproacfi K], whera tke/céntrdidQ &
of the received signals is calculatedtbitingtheir power levelsnto account.However their
approachinvolves taking eplicit RSS measurements at thexeivers of a signal transmitted

at constant power. In this method, rather than take RSS measurements of a constant power
signal,a sequenceof W K Sacke<aincreasing transmission powes sentin all directions

and@yySOGA@GAGE 2F GKS NBOSAYSNER dzaSR G2 RSGS

arbitrary 0° bearing) as follows:

a_. (Pmax - Pn)/ n
fi =0
a (Pmax - Pn)

n=1
4.3
where, ., = bearing of node j relative to node i

!

N = total number of receivers wth received a message from node |

Pmax= maximum power level at which a messages in the hello sequence are
transmitted

Pn = minimumtransmissiompower at which a message was received=3n

/ , = local bearing of receiver relative @3 bearing

The centroid of the received sequence is founddgordingthe lowesttransmission power

of the received packstfor each receiver (transmission power is encoded in the paciaat),
giving greater weighting to those receivers that received pkets at lowestpower. The
distance between nodes is not critical as the circular arrangement of the transmitter and
receiver arrays measymmetric pairs will formeffectively cancelling each other out in the
above equatiorn(4.1)

There are two ways iwhich bearing can be estimated using this technique. The first is
passive reception of the packet sequence, where the lowest transmission power packet
correctly decoded on each receiver is recorded and put inteaéiqn 4.1 above to obtain a
bearing estinate. The second methoid active reception, where nodes that receitello
packets senchello reply packets back to the transmitting nodgwhere the estimate is
made)indicating whatpackets have been received and from which transmitter diode. This
would provide for more accurate estimates given that the Sem®de has double the
number of transmitters as receivers, but the transmission of reply messages from several
nodes would require quite sophisticated media access control (MAC) in order to prevent
cdlisions. On the other hand, passive reception at the receiver does not require replies to
be sent, reducing the likelihood of collisions and can determine its bearing by simply
listening forhello packets.

In thisproject passive bearing estimationas used. Note that while MAC is not requiréal
prevent collisions betweenhello reply messagesit is still needed to prevent collisions
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between hello packet sequencedt was foundduring testing that sequences transmitting
simultaneouslycan corrupt the helo packets such that they are not decoded correctly,
which cancau® bearing estimations to become very inaccurate.

To reduce variation in bearing estimates a simple moving average filter can also be applied

to local bearing calculatios going back a nundy of estimates Doing spwhilst reducing

variation,would also reduce the responsiveness of the localisation scheme to moving.nodes

The effects of implementing both moving average and median fitteksearing calculations
are investigated in sectionb

It was discovered that there was a problem using bi@aring calculation method outlined
so farfor hello packets received about the 0° bearing. Consider the following example

packets are received at the local 0f5° & 315° bearing receivers (notel aingles in

localisation argaken clockwise) with minimum transmission powers (duty cycle) of 8, 40 &

32 respectively. Given a maximum transmission power dh8®earing is found as follows

f. =

[

(80- 8 30 80 40) 45( 88 - 31

(80- 8) {80 40) (80 3p

f

ij

_ 16920

(42)

=—— 405.75
160

(43)

Clearly there is a problem, as the actual result should be around 0°. In this cadigl a

solution is obtained byusing -45° instead of 315°in equation 4.2 the two symmetric
bearings will then average taround0° rather than 180° resulting inkeearing of-2.25° or

357.75°. However, if one tries to use a bearing rangel&0C, 180°] a similar problem will

occur about 180°.

The following method was devised to obtain an accurate solufioross the full bearing

range After afull hello packetsequencehas beerreceived, the receiver which successfully
received a packet at the lowe@ton zero}ransmission power has its local bearing recorded

and is assigned temporarily as the 0° bearing. The other recearerghen designated
clockwise fom the 0° receiver ag5°, 907 135°, 180°;135°, -90° and-45°. Using these
|.

RSaAIy G SR

0SFNRARY 3Ia
from the closest receivefequation 4.4). Adding this delta bearing to the recorded local
beaing yields the actual bearing estimagquation4.6).

WRSEOFQ o0SIHNRARY3

SaiGAyYl

Consider the following examplhere atransmitter node is at a bearing of 130° to the
receiver Maximum transmission powes again at 80% duty

Tx Power (D% Local Bearing | Assigned Bearin@i,*)
0 - 0°

O Ok WN P

26
21
38

45°
90°
135
18C°
225
270
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-135°
-90°
-45°

0°
45°
90°
135



7 - 315 18C°
Table 41: Samplebearing calculation data.

Thel35° local receiver is designated temporarily as the 0° bedandrecorded agio-). The
other receivers are assigndzbaringsin sequencgU,*). From this table the delta and final
bearings are calculated as follows:

! a (P R)

(44)
o, 20 e

(45)

fi= Df +/
(4.6)
\ fij = 5625 ®¥5 129.37
4.7)

This results in an angle estimation error odand 0.6° in this case.

4.2 Position Estimation

Trilateration is a method for calculating the intersection of three circles, given their centres
and radii. For localisation purposes this meansode can determine its position if it knows
the positions of three other nodes and their relative distances. The-Eende however in
addition to obtaining position information can calculate the bearings of its neighbour nodes
(see section 4.1)and gven that information then determine the discrimination angles
between nodes. This allows position estimates to be made with only two reference nbdes
known position

Figure 41: Trianglewith two neighboumodes A & B usdaly node Gor localisation

Nodes measure their relative bearings to each other with respect to a @célearing.
These bearings are denotdxy U ;, the bearing of nod¢ to nodei. By shang this bearing
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information nodes can calculate the discrimination aegl of a neighbour triangle (figure
4.1) using the following equations:

Qs =( & - £ 360) mod 36!

(4.8)
Geen=( £a - g£ 360) mod 36!

(4.9
Gonc =( L - A 360)mod 36(

(4.10

The positios of reference nodes A & B are also shargdm which the distance between
the reference nodefA 1 BJ| can be calculated. Using this and the calculated discrimination
angles, node C can calculate its diste to the reference nodes A & B using the sine rule.

R

SiNGcq
(4.12)
fc- g 44 Ao
SiNG,cq
(412

The problem is then reduced tn intersection oftwo circles. Here apoint P is introduced
alongthe line AB which is perpenditar to node C.

—_ T ::: — - = —
g O .
))f / / Fhan‘izm \ \ \
2R
/ / \
\ .
/ Mo . Ao -
| @ sy B _,I_l_rf_-,_a_u..,. ----------
................... : 5 |
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Figure 42: P isa point on ABrthogonal toC
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By Pythagoras theorem:

lc- A" 4P A" [P g

(4.13
lc- 8 4P & [P d-
(4.19)
Alsa
IP- A %A § [P H
(4.15)
From equationg}.13, 4.14 & 4.1% is found (see ApgndixB.1) that:
||P- B|| JC' B”2 '”C ’LHZ ”A ﬁz'
2||A- g
(4.16)
Using this result and equation:
IP-cl slic & |p &
(4.17)

As points A, B and P lie on the same poet P can be calculatedlsing the ratios oPBand
ABas follows

IP- B(x -x) IP- Bi(x. -)
Xp = Xg Y =Y
IS I T

(4.18) & (419)

This then allows the coordates of node C to be calculated, by using the equation of a point
perpendicular to ABor a distance ofl|P 1 C|| away from point PNote that asthere are
only two referaace nodesit is an undetermined system with two symmetric solutiqias
shown in figuret.2).

oy AP-COn %) _ ) IP-C(% %)
©T T T T ay
(420) & (421)
_ 1P-Cl(% -%) _ _,HP' (% -%)
T T e T Ty

(422) & (423
To eliminate KS 3IS2YSUNAOFffte& AYyO2NNBOI WLKIYydi2YQ

was takento that taken in the paper Incorporating Multiple Estimates for Accurate
Localization in Infrared Ad Hoc Netwofkk Thisdisambiguatiormethod is outlined below.
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ifC |1xa- Xl | >=[1ya- yel])
if ( Xa < Xp)
if (' Pacs < 180)
choose solution with smallest y
else
choose solution with larg esty
else
E £ &gXx 180)
choose solution with largest y
else
choose solution with smallest y
else
if( ya < Vs
E £ &gk 180)
choose solution with largest x
else
choose solution with smallest x
else
E £ &% 180)
choose solution with smallest x
else
choose solution with largest x

A correct position estimate is made based on the size of the angieden the two
reference nodes about the node C. The phantom elimination algorithm is run in the x or y
axis, whichever provides greatest distance between the two reference nodes. This helps to
increase reliability in the event of measurement errors, radgcthe risk of an incorrect
solution being selectedThis method also works for cases whéjy i ys|| = |[XaT Xg||, as
verified by testing (see section 6.2).

a) [IxaT xgl]| O YAT |yl b) [IXa T Xgl| < [YaT yall
Figure 4.3: lllustration of the phantom elimination method.
'y FTRRAGAZ2YIE LRAYG G2 y230S lFo2dzi LRAAGAZ2Y
O2 Yy RA (A 2y SiRdescribédioy gharidré4h should be used to make estimatds.
equations 4.11 & 4.12he sine rule is appliedi 2 RSGSNXYAYS y2RS / Qa
reference nodesto get a rational solution we requirgin dacgto be non zero. These

equations ad the resulting distances anreery sensitive to errors irthe measurement of
dace, especially whesin dacgis closeo zero(at 0° and 180°9)

Sensitivity to errors in angle measurement cambeasuredoy taking the partial derivatives
of equations 4.11& 4.12 with respect to measured angle as shown below.

HIC -Al_A Bjcosges,
Mcea Sin Qg

(4.24)
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i@ B||: |-A  Bsingg,. cos geg
I"lqACB S|n2 QCB

(4.25)

w2 St f O2y RA (have dissritnidationMiigles/ttiht akss sensitive to error&rror
sensitivitycould beusedas a méhod to indicate the quality of position estimatenade
However in this implementatignonly a simple check is made before making a position
estimate to ensure that angles are not too close to 0° or 180°.

4.3 Anchor Hop Distance Weighted Localisation

In arelatively dense ad hoc network nodes will have multiple neighbours from which they
can make position estimates. All of these estimates must be combined into a single estimate
which a node takes as its current estimated position and communicates toighbwurs. In
iterative localisation schemesas time goes oymore nodes become able to estimate their
positions, these nodes then become referencesnt which their neighbourscan make
position estimates. Over time localisation information propagates fmo anchor nodes
across the network and accuracy improves as more reference nodes become available to do
position estimation.

The AHDWL algorith utilised in this project is based on #arative exponential weighted
moving average (EWMA) algorithiy. EWMAapplies weighting coefficients to data points
which decrease exponentially; in localisation terms this means that the weighting for each
older position estimate decreases exponentially giving greater importance to recent
estimates whilst not totally discding the older estimatesA general EWMA equation is
given by:

§=ag, +by
(4.26)
a=1-t¢
(4.27)
where, S = current EWMA value
S.1 = previous EWMA value
Y; = latest estimate made

Note U& b are weighting coefficiets that must sum to one, the largéris the quicker the

system can respond to change but at higher sensitivity to errors in estimates. For
localisation equation4.26can bedza SR G2 O2y dAydz f € & dzLRFGS |
new position estimatesi made.In that case§ isits averagedhew position,S.; is its previous
averagedoosition and; is the latestiinstantaneougosition estimate made.

Iterative localisation schemesuffer from accumulation of errors at each hop away from the
anchor nods, as they rely only on immediate neighbours to do position estimation. Any
position estimation errors will be passed onto neighbours and propagate across the
network. This can render position estimates unreliable, particularly in large networks.
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Figure4.4: Position estimate errorsan accumulate in iterative localisation schemes.

TheAHDWIlalgorithmusesthe anchor hop counts of reference nodes (how many hops each
reference node is from an anchor node) to selectively weigh individual position estimates
the EWMA equation. It assumes that the further away nodes are from an anchor node, the
more likely they are to have larger errors in their position estimates due to error
accumulation. Likewise, the closer a node is to an anchor node the smallerrdraselikely

to be. Thus estimates made with anchor nodes, or nodes close to the anchor nodes are
considered better quality estimates and given higher weightings.

Additional weighting coefficients are added to the EWMduation so that new position
estimates will be weighted based on anchor hop count. There are many ways to go about
this; in the following scheme weighting is inversely proportional to hop count

W = 1
d,+d; 2
(4.28)
b=W .
(429

where, W= weighting cefficient
da & dg = anchor hop count of nodes A & B
Phase= 2 X maximum value @f
b = weighting coefficient in EWMA&duation4.27)

For simplicityb is given hereasthe averagehop count of the two reference node&pase
represents the maximum weiginty of a position estimate (in this implementatibp.sis set
at 0.7, so the maximum weighting is 0.35).

4.4 AHDWL Implementation

Whilst specific details as to the implementation of the algorithm are covered in section 5, a
ISYSNI f 2 @S NPperdtibn t@ dchieve lofaidat®mis proided hehe.order to

be able to calculate position estimates a node must have both position and bearing
information regarding its neighbours. As mentioned previously, hello sequence packets are
used in order to dedrmine local bearings of neighbours. In order to obtain a neighbour
Y2RSQa LRaAAGAZ2Y FYR O0SFENRY3I AYTF2NXIGAZ2Y |

Y S

YEAYUGlrAya | ySAIKoOo2dzNJ GlFo6ftS 2F Ada 26y FyR .

information which is then used to calculate position estimates when new data is added.
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Figure 45: Simplified state diagram of theHDW!lalgorithm.

The operation of each node as specified in figDWLalgorithm is as follows. Nodes are
initialised and enter a idle state. After a period of no activity, the node will send a
sequence of hello packets and return to being idle. If a hello sequence is received a bearing
for the transmitting node is calculated and then added to the neighbour talflea
neighbour tdle update packet is received the information it contains is added to the
neighbour table. If there isufficient information in the table on reception of either of these
packettype a position estimate will be calculated for all triangles affected byrtee data

and a neighbour table update packet will be sent. In this way npoltion estimates
should quickly converge.
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5. Codelmplementation

The following section provides an overview of how the localisation scheme was
implemented in code on the Semdestbed, the code itself is provided in AppenBiXWhilst

0 K S NBimé ta pfaRided a detailed explanation of every line of code here, key functions
are highlighted and explained in order to provide the reader with a detailed understanding
of how eat systemblock works and how these blocks interact to form the final system and
do localisationNote that all codesnippetsin this sectionare pseudocode representations
(using C operators)f the actual code.

5.1 Overview

The communications subsystemresjuired to do asynchronous detection axdécoding of
packets, packet transmissiomvith clock information embedded as well as USART
communications. Thigneant producing Atmel based C codevhich was completely
interrupt driven in order to control the trasmitter and receiver arrays. For the main
processing subsystem a real time operating system was required to do multitasking and
share processor usagand resourcesdetween tasksThe RTOS employed in this project was
the Micrium> / k-h rgal time kernel.

Ly 2 NRSNJ dl2ontiebnsinboatdkoth{the source code and an AVR puarére
required. Version 2.60 of the source code was obtained from the CD which came with the
book MicroC/O8I: The Realime Kerng]9], the AVR port bylulius Luukkolp] was utilised

to customise the OS to run on the ATmegal28 microcontroller. The WIinAVR t6pikaqg
employed to provide a BU C compiler and C runtime librargq]. AVR Studio 41]] was
usedboth as a GUI for the compiler and for programming the boards via dh IS? MKII
USB programmer.

5.2 Communication8oard
5.2.1 USART & SLIP Protoco

USARTs used to relaypacketsreceived via infrared to the mainboards well ago receive
and act on commands sent by the mainboafthe USART hardware provided by the AVR
chips makes serial communications relatively easy to implemEmere aréawo read buffers
and a shift register for recaivg bytes as well as a write buffer and shift register for byte
transmission. Data is read from the receive buffer and written to ttEgmit buffer by
reading and writing to the USART data register QIRnctions are also providedrfparity
check bit geneaation, different frame format@ndthere arerecovery units for asynchronous
data reception.Transmit complete, receive complete caitransmit buffer empty flags and
interrupts are provided as well as frame, data overrun and parity error.flags
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For all serial communications in the code a BAUD rate of 19200 bytes per ssaoset,
with a frame format of eight bits, single std&t)and stop(Sp)bits (for synchronisation) and
no parity.

L = |
\ RAME u

(IDLE) \\s:/c X 1X:X3X:X5X5X 7}/ \ (St/ IDLE)

Figure 51: Serial frame format.

The code for transmittindpytesis a simple polling routine where the data register empty
flag must be set before writing to the buffer.

/I send byte on USART
whil e (!(usart data reg empty))
NOP

set uart data reg (UDRO) = byte to send

Serial receive and transmit buffers are provided in the code to allow for mess#Hges
multiple bytesto be sent and received. These packets fiegned according to serial line
internet protocol (SLIPLL[F]. SLIP allows for variable length packets to be sgntise of an
END charactefOxC0Yo end packet formation at the receiver

Typically an END character is also sent at the start phcket to flush out the receive

buffer. If there is a byte in the packet with the same value as the END character a two
character code is senhstead an ESC charactédxD2)followed by an ESC_END character
(OxD3) This will be decoded to the correctlua at the receiver but packet formation will

not terminate. Likewise in the case of a bytethe packetwith the same value as the ESC
character a two character code is sent; an ESC character followed by an ESC_ESC character
(0xD4)

END 51 ¢! X END
Figue 52: Serial packet framing using SLIP protocol.

At the receiver decoding SLIP protocol inveltree use of an ESC character f(agthe code
the most significant bit of the byte count variaikused to indicate how the next character
is to be decodd. In the event of an ESC character followed by -uontrol character
protocol violation,the non-control character is added to the padkand the ESC character
ignored

/I ISR on USART reception of a byte
if (rxbyte == END
/I packet complete
if( buff er pointer |= start of buffer )

decode packet in buffer and perform command
reset buffer pointer
else if (rxbyte == ESC)
set ESC flag
else if (rxbyte == ESC_END)
if( ESC flag )
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reset ESC flag
add END char to buffer
else
add ESC_END to buff er
else if (rxbyte == ESC_ESC)
if(ESC flag)
reset ESC flag
add ESC char to buffer
else
add ESC_ESC to buffer
else
if( ESC flag)
reset ESC flag
add rxbyte to buffer

The code for transmitting bytes according to SLIP protocol is simithietabove;the byte
to sendis examined and then given control characters if necessayat the start andend
of the packet an ESC byte is sent.

5.22 Control ofTransmission Power

As stated earlier, control of transmission power is achievedhangirg the duty cycle of a

PWM signal(PWM_V)which controls the output power of aoltage regulator.This is
achieved on the ATmegal68 device Uginga timer-counter in fast PWM mode. In this
mode the counter counts up from 0 to a TOP value (in this casesp@2)fied by the ICR
register and then resets to 0. An output is given when the count matches the value of an
output compare register (OCR1B in this case), by varying this register control of duty cycle is
achieved. Transmission power is directly propmral to the duty cycle.

Note that the duty cycle is restricted to a maximum of 80% as the transistors which control
the transmitter array cannot switch at significantly above 5V; the regulator was found to
deliver 6.2V at 100% duty.

5.23 Control of Trasmitter & Receiver Arrag/

The communications board has a transmitter arraysisteenIR LEDs wired up in a 4 x 4
matrix, which is supplied by a 38 kHz signal (PWM_IR). This signal is provided by using the
same timercounter that is used for PWM of the vage regulator, butusinga different

output compare pin with a duty cycle of 50%. The main clock runs at 10 MHz and the timer
counter counts from 0 to 262, which gives an output of 10 MHz/262 = 38.2 kHz.

Control of the transmitter matrix is achieved bgeuof a transmit mask to indicate which
guadrant and which ground transistor to set for transmission of each message. The transmit
mask is of the form 0bZYWXDCBA, where the DCBA bits represent the quadrants and the
ZYWX bits represent the ground transistoin order to ensureconsistent transmission
power only one ground transistor can be set at a time, this is accounted for ifamsmit
byteCfunction where if more than one ground transistor bit is set in the mask, only one will
be set.

/I setonlyl  GND transistor
if ( transmit mask bit 0x10)
set W pin
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elseif (  transmit mask bit 0x20)

set X pin
else if ( transmit mask bit 0x40)
setY pin
else if (  transmit mask bit 0x80)
set Z pin

The transistors for the A, B, C & D horizontal rails whichrobtihe quadrants and the

PWM_IR transistor are PNP type. This inverts the logic required to control these rails,
Ff0K2dzZaK F2NJ GKS t2agwLw airaylrt GKAA R2SayQi
with 50% duty. So for code concerningitsrg the quadrant transistors (used for encoding
messages) this must be taken into account, often markgd¥Wt b t f23A0Q Ay |
comments.

The receiver array oeight BRM1030 receiver modules is set up such that whenever a
receiver changes state a pin clggninterrupt is generatednote nesting of interrupts does
not occur) allowing for asynchronous and simultaneous reception of packets (as thallSR
check all receivers as to whether they have changed state).BRM1030 only detects
signals modulatet about 38 kHz and is idle logic this means that received signals will
be inverted.

Details regardinginfrared packet transmission, encodingeception and decoding are
covered in section§.25& 5.26.

5.2.4Commands fronMainboard

The communicatins board essentially acts as a slave to the mainboard, executing
commands and relaying completed packets. The command packet format is as follows:

END COMMANDQuadID 51 ¢! X END
Figure 53: Serial command packet fromainboard.

The mainboard can give tHellowing commands:
- SET_TO (0x30)
- SET_FROM (0x40)
- SET_TYPE (0x50)
- SET_DATA (0x60)
- SET_LEN (0x70)
- SET_TX_POW (0x20)
- SEND_ALL (0x10)

The command byte is split into its four most significant bits which determine which
command is to be executed and its remaigp four bitswhich determine which quadnat

and transmit packet buffer it is concerned with. The SET_TO, SET_FROM, SET_TYPE,
SET_DATA and SET_LEN commands set the destination address, source address, IR packet
type, payload length and payload data field$ the four transmit quadrant buffers
respectively.The SET_FROM command also sets the global variable self _id which identifies
the node. Also ate that the SET_DATA command sets the payload length automatically, as

it the payload lengthis measured when nting the data to the buffers Thismakes the

SET_LEN command largely redundant except in the case of an empty data payload.
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The SET_TX _POW command sets the duty cycle of the signal which controls the output from
the voltage regulator, calling thieansmission power functiormand settingthe global variable
ir_tx_power which is appended tahe IR packets.The SEND_ALL commatalls the
communications boardo setthe transmit maskKwhich determines which transmitters and
guadrants are to serjand tothen frame & send the packets in its buffers.

5.25IR Packet Encoding & Transmission

Each quadrant has a transmit buffer for packets to be sent. On receptionS&ND_ALL
command from the mainboard messages will be sent on each buffer according to the
transmt mask specifiedThis sets one of the ground transistoand enables a timer
interrupt whichis used byan interrupt routine to send the bits

To provide synchronisatiocapabilityat the receiveyclock information needs to be included

in the framing of each byte. Originally, RC%8] was examined as a method for framing
bytes, where each byte consists of two start bits and Manchester encoding to embed clock
information. While perfectly feasiblea simpler enoding and decodingmethod using only

one start bit was found to be just as effectior the BRM1030 receiver modules.

A timercounter at 1/64" the main clock speed counts from 0 to 78, generates an interrupt,
and resets to 0. This interrupt occurs ateey half bit period this isaround 50Qs which
makes for a maximum pulse widdbout 1ms which falls just outside the desired range of
the receivers of 400 to 800us but is seen to warll. At the first interrupt the start bit
(logic 1 loto hi in Mantester encoding) is sent which begins byte reception at the receiver.
Then the data bits are sent from LSB to M@®B Manchester encodingy use of a next bit
buffer, which determines which transmitters need to be toggled hi or lo for the next half
period (indicated by a toggle flag)

St .
{IDLE)

110001011

Figure 54: IR frame format.

At the end of the byte the timer interrupt is disabled and an irdgmbol delay of at least
1ms is waited before sending the next byte (byereabling the interrupt) in order tensure
the receiverisidle for at least one bit period.

/[ ISR on timer - counter output compare match
reset counter

if ((bit count == 8) AND !(toggle flag))

ABCDoutput lo

disable timer interrupt on compare match

reset counter

set bit count to OXFF // signals send by tes function that byte has been sent
else if (start flag) // start bit logic 1

clear start flag

set toggle flag

ABCD output lo // machester logic 1 is lo to hi
else if (toggle flag)

clear toggle flag

XOR ABCDbutput with transmit mask
else
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set toggle flag
for each txbyte buffer n: 0 to 3
if (txbyte bit( bit count ))

set (next bit buffer bit (n))
AND transmit mask with next bit buffer
ABCD output lo for bits set in the above result
/I as machester logic 1 lo to hi, logic O hi to lo
increment bit count

In each byte buffer there could be a packet of a different length, soWeadLJr O1 S & Q
function will use the send mask tell the ISR routine which packets still have bytes to be
sent by setting only those quadrants which remain to be sent.

/l send pa ckets function
disable rx pin change interrupts

f ind max length of packets in transmit quadrant buffers

for all bytes waiting in buffer s i: 0 to max
set send mask to ZYWX0000

for quadrants ABCD j: 0 to 3
if ((buffer message length > i) && (tran smit mask bitj ))
set send mask bit
else
reset send mask bit |

function send bytes(send mask, bytes to send)
delay(intersymbol delay)

enable rx pin change interrupts

Given the small overhead and relatively simple implementatimin SLIP for serial
communications it islso used foframing of infrared packetslhe IR frame format used
shown in figure 5.below.

END END END DA SA TxID TxPOW TYPE LEN 51 ¢! X CRC END
Figure 55: IR packeframing using SLIP protocol.

Note that three END characters are appended to the start of the frame to clear out the
receiver buffers rather than just one. This is because during testing it was found that the
BRM103ONB OSA @GSNJ ¢g2dzf R 2F0Sy KI S SNNRNEThety (KS
error rate in decoding packets correctly was massively reduced by transmitting three END
characters.

The MAC header contains the destination and source addresses of the packet, the packet
type and the length of the data payload, all of which are Isgtthe mainboard.It also
containsthe ID of the transmitter the packet is being sent dhe(transmit mask for that
LED)and the transmission powemwhich areadded automatically by the communications
board On reflection, transmitter ID and powenay notalways be useful and shouldstead

be sent in the payloadnly when required.Packets are framed on reception oS&END_ALL
command from the mainboard. A cyclic redundancy check byte is appended to the trailer of
the packet by executing an update CRCctiom for each new byte added to the packet.

When packets are transmitted on the LEDs they will be detected by the adjacent receivers,
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interfering with any packetthat are being receivedn them It is desirable to delay packet
transmission untipacketreception on the receiver is complet&€o do thisone would need

to ensure that the mainboard knows not to give the communications board commands to
change the transmibuffers;a handshaking routine could achieve this. Unfortunately there
was insufficientime to realisesuch a scheme, so a basic solution was implementedh
disables the receivers whema byte is beingransmitted. This would worlwell provided
medium access control protocolgere in placego ensurethat only one node can transmit in
anarea at a time.

5.2.6 IR Packet Reception & Decaylin

Receivers are idle hi when they are not receiving any bytes. On reception of data the output
from the receivers will be that of the transmitted bit stream inverted. The first bit change
from the start bt serves as the starting point for sampling of the other bits on that receiver,
the receiver then waits foB/4 of abit period and samples the bit signal aftdre middle
synchronising edge. If there is no transition by 5/4 bit time then the byte isrdisdaln the

code an allowance for £10% error in the bit width is made, and thus a range ofL8% to

5/4 + 10% is allowedit width istwice the half bit interrupt counfgiven in the transmit
code so given 10% leewdlyis means a count df56+ 15.6.This corresponds to a minimum

3/4 count of 111 and a maximum 5/4 count of 2#@sthese values appear in the code.

w
e

3454 3454 3454 3454

3

NPT I |

Sample

—

Figure 56: Synchronising and sampling of IR data.

Note that because the bit stream is inverted the state of the receiver wsampledwill
correspond to inversdogic (aninverted logic 1 is hi to lo,osit is samplal lo). The
implementation of thisdecoding scheme in code a bitcomplicatedgivenit mustto deal

with eight receives rather than just oneTo do this aother timer-counter runningat 1/64™

the main clock speei used as a counter to feeightW @ A NJi dgl Bagizallyl, Whéigwer a

pin change interrupt occurs on one of the receivers the value otither-counter is added

to the virtualtimers, and thetimer-counter reset. In the event o virtual timer overflow

the virtual timer is reset and any byte being received on that receiver discarded (this is the
same as for the 5/4 bit width timeout for no sync transition). When a receiver has changed
input its virtual timeris read to see if it falls within 3/4 arel4 bit width range. If it does the
samplal bit is shifted into the receiver Iy buffer, and on reception of eigtiits the byte
added to the receiver packet buffer after SLIP decoding.

/I ISR for receiver pin ch ange

set delta as timer - counter count

reset counter

enable timer - counter if disabled (on overflow)

store previous receiver pin state

take new receiver pin state
pin change = new rx pin XOR prev rx pin
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/I update virtual timers
for each timeri: 0to 7
if (rx timer[i] < 253)
set rx timer[i] += delta
else
set rx timer[i] = 253 // overflow

for each receiveri:0to 7
if ((rx timer[i] > 226) AND pin][i] has changed)
/I start bit from idle hi or timeout
reset bit count][i]
reset rx byte buffer]i]
res et rx timerfi]

else if ((rx timer]i] within 111 to 226) AND ( bit count[i] < 8 ))
if I(pin[i]) // inverse logic
set bit[i] in rx byte buffer[i]
increment bit count[i]
if (bit count[i] == 8) /I byte received
do SLIP decoding of byte
function ir_recv_packet(i)
reset ir_rx_bit_cnt[i]

When an END character is received the receiver packet buffer is then copied and each byte
passed through a CRC check. If at the end of this check the CRC byte is found to be incorrect
the packet is discardedlso if the packet if found to be addresseml another node it is
discarded (the DA field is neither addressed to the noda broadcast).

/I receive packet function
copy receiver packet buffer

check CRC byte
if (CRC byte is incorrect)

reset buffer by  te counter
discard packet & return

if (DA == self ID OR broadcast ID (OxFF))
discard CRC field
append rx ID to packet
forward packet on USART to mainboard using SLIP

reset buffer byte counter

Otherwise packets are forwarded to mainboard via USWRT the CRC byte removed and
the receiver ID appended tolike in figure 5.7

END DA SA TxID TxPOW RxID TYPE LEN 51 ¢! X END

Figure 57: IR received packet forwarded to the mainboard.

5.3 Mainboard

5.3.1 PC Communications

Serial communications with thBC are done via serial UART in ordepttput data and
provide a debugging platform for the codén RS232 to TTL circuit is used in order to
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convert the output of the mainboard to compliant serial logic levels and HyperTerminal used
to receive messages the PC

The code for transmitting bytes over USART (to both the PC and communications board) is
different from that used on the communications boams a polling routine would waste
valuable clock cycles when other tasks could be doing viaskead nessages are written to

a transmit buffer, and each byte written on the execution of a USART data register empty
interrupt service routineWhen the transmit buffer is written tothis interrupt is enabled

and disabled on no bytes remaining to be seiote that SLIP protocol is not used to
communicate with the PC (but it is for the communications board).

/] send byte to PC on USART
pend semaphore(sem pc tx) /l'initialised to buffer size

add tx byte to buffer
if reach end of buffer point to start
incremen t pc tx cnt

enable data reg empty interrupt

/I ISR for USART data reg empty
store register state

if (pc tx cnt)
decrement pc tx cnt
put buffer byte into uart data reg

post semaphore(sem pc tx)
else
disable data reg empty interrupt

restore register st ate

To provide suitable formatting for output to the PC thprsitf statementis used in order to
produce formatted output strings to serda USARTDue to space constraintsowever, it

was found unfeasible to simply use sprintf statements where forstahgs are stored in
SRAM. Instead format strings are stored in prograemory by using the macro PSaRd

the sprintf_P statements used to produce output strings to send to the PC. Static strings
are also stored in program memory and sent over USA&R3eparatePCtransmit functions
denotedinthe code by thed wyt ¢ & dzZFFAE®

5.3.2 Control of IR Communications

By issuing commands over USARIE mainboard cancontrol the operation of the
communications board bgetting the transmission powerthe quadrant transmit packet

buffers andthe transmit maskwhich determines on which transmitter LEDsessages are

sert. The commands that can be issued are: SET_TO, SET_FROM, SET_TYPE, SET_DATA,
SET _LEN, SET_TX POW and SENDh&lstructure and operation ofvhich was largely

covered in section 5.2.4.

Access to théBend commangfunction is protected by a mutex to ensure that access to the

guadranttransmit buffersis exclusive to the task giving the command. Also when writing a
whole message to the transmit buffethe full sequence of commands required is also
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mutex protected (to prevenbther tasksfrom overwriting parts of the buffersfurthermore

a delay of theperiod requiredto send a packet is introduced after giving a SEND_ALL
command to ensure that the bfdrs are not overwritten whilst infrared transmission
occurs.

/I command sequence for setting & transmitting a message
pend mutex (mutex commsmsg tx )

function send  cmd(SET_TOQDA)

function send cmd (SET_FROMself ID)

function send cmd (SET_TYPE, message t ype)

function send cmd ( SET_DATA, data pointer , payload length)
function send cmd (SET_TX_POWi{x power)

function send cmd (SEND_ALL, transmit mask)

delay( time to send )
post mutex(mutex commsmsg tx)

Note that on initialisation the mainboard must send aTSEROM command in order to set
the value of self_id at the communications board, as it is used to determine which received
packets to discartased on destination address

5.3.3ldle & Hello Sequendasks

In section 4.4 the implementation of thtHDW!Lalgorithm was discussed with reference to
a state mahine representation (figure 4)%f the system In the code the state diagram is
effectively divided into three tasks as follows:

Idle Task

Initialisation

Timeout e
Send Hello
“«
Sequence

Hello Seq Task

Comms Task

Figure 53: Division of states amosgthe RTOS tasks.

There are alwayat least two tasks runninghe idle task and the communications task. The
communications task is inactive until a message is received froroaimenunications board

where it processes the packet received and performs actions accordingly. The idleth&sk is
lowest priority task It is first involved with initialisatiorof tables and setting the node 1D
according to the DIL switch (a node with the DIL MSB set is identified as an anchor node and
its position also set). The task theits in a whil€l) loop where it counts a random delay

time of at least one minute (idle timeout) and then creates a hello sequence transmit task of
higher priority.
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/I idle task

initialise tables

set self id

function cmd(SET_FROM, self id)

while (1)
for i: 0 to 60 + random ( 0 to 64)
increment debug LEDs
delay(1s)
£01 AGETT DA OAT As 2t et

pend semaphore(sem hello seq) // initialised to 1

create task (hello seq task)

The hello sequence transmit task sends a sequence of hello packets at increasing
transmission poweron all transmitters to allow neighbour nodes to determirike

NI yayYAidd SN Teh&lS Lduenoedackeh syfideds like that in figure 5.®ith

no data payload; the important values are the source address and the transmission power.

END END END DA=O0xFF SA TxID TxPOW=D% TYPE Y LEN=0 CRC END
Figure 59: Hellopacket framing using SLIP protocol.

The hello sequence tadkst sends hello packets on all four quadrants with one ground
transistor set. It increases the power of thackeslinearlyby a givenduty cyclestep size to

a maximum duty (of no greater than 80%). The transmission power duty cycle is encoded in
the hello packets. This is repeated for the remaining three ground transistorsndicate

the end of a hello sequencend to allow the receiver to calculate a bearing hello packets
with a tx power field set to OxFF are transmitted on each LED. The task then posts a
semaphore signalling to the idle task that it is complete and deletes itself.

/I hello seq task
while (1)

for each ground transistor WXYZ i: 0 to 3
transmit mask = one of ZYWX bits & DBCA set
pow = POWER_MIN

while (pow <= POWER_MAX)

pend mutex (mutex commsmsg tx )

OOAT 0T EO EAIITT PAAEAOsS$! k!, ,t 3! kOAl £ EAt O
pow += POWER_STEP

post mutex (mutex commsmsg tx)

/I end hello seq
for each ground transistor WXYZ i: 0 to 3
transmit mask = one of ZYWX bits & DBCA set

pend mutex (mutex comms msg tx)
transmit packet(DA:ALL, SA:self IDt OUDPAKR( ROXFRD@DIT x k
post mutex(mutex comms msg tx)

post semaphore (sem hello seq)
delete task(hello seq task)

32



5.3.4 Commuications Task

The communications task fsghest priority taskwhere the majority of the work is done
taking measurements of local beagi® by reception of hello packets, updating neighbour
tables, sending neighbour table update packets and performing localisation. The task is
typically in an idle state pending on a signalling semaphore which is postdt: BWSART

byte receive@ ISR when a full packet (an END character)s received from the
communications boardNote that packets must be valid (pass a CRC check) and correctly
addressed teevenbe forwarded to the mainboard.

/I comms task

while (1)
pend semaphore(sem comms rx)
copy recei ved packet to buffer

if SA is new add it to neighbour table

EA sOUPA " p(RS
if (tx power != OxFF)
if (hello flag)
set hello flag
else if (SA != hello node id)
discard packet
else
use packet in hello array
else
reset hello flag
calculate bearing
recalculate position estimates affected by new bearing

if (self status 1= pUR)
send neighbour update packet

Al OA EZ£ s OUPA """ p.RS
decode position and bearing data
add positio n and bearing data (for other known nodes) to tables
if (self status =
check neighbour table and update self hops if required
do position calculation for all triangles with SA as a ref node

if (self status =
send neig hbour update packet

When a packet is received it is copied to a buffethe packet is from a node never seen
beforethe source address added to the neighbour tabks a new node

In the code a hello sequence can only be received from one raida time. Originally
consideration was given to providing capability for receiving up to two or three sequences
simultaneouslybut was dismissed due to memory constraintsater significant savings in
memory were achieved, but there was insufficient remaintige to implement this.

CKSNEF2NBE 2y NBOSALII 2F + KStft2 oWl Qu LI} O1Si

node ID is recorded and a flag set. Any hello packets from a different node will be discarded
while this flag is set. The flag iss@t and the hello sequence ends on receipt of a hello
packet ofpower OxFF, then a bearing estimate can be méfdhis new bearing information
affects any neighbour trianglest the receivey new position estimates fothose triangles

are made (given suficient information is availablepnd the current position estimate
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updated.

2 KSY | YySAIKOo2dzNJ (GF 6f S dzbpRebuintSpositibnGipdSoéaring Wb Q 0
data are decoded and added to the neighbour and bearing tables. Position estimates are
made for allneighbourtriangles which the transmitting nod@rms with the receivergiven

there is sufficient information to do so. Details regarding neighbour table update packets

are provided in the next section.

5.3.5NeighbourTableUpdat Packet

Neighlour table update packets are sent on reception of either a complete hello sequence

or a neighbourtable update packetprovided that the receiving node has a current valid

position estimate (is of known status). A node is initialised as being either doranode

GAGK LRaAGAZ2Y ALISOATASR o0l yOK2NJ aidl Gddza WwW! Qo
W' QO d ¢KS YAYAYdzY NBIj dziA NiBbw 8pdate paicReNds & GiyeRtA y 3 |
valid position estimated { y 2 6y  aand ai ligd codHtyfram the raest anchor node

(anchor nodes have a hop count @fra and are recognised as such).

x1 x2 yl y2 hops nID vl ©p2 X wID w1l U2
Figure 510: Data payload for neighbour table update packet

Anencoding scheme for position and bearing data was createddar to reduce the length
of packets whilst achieving sufficient accuralry this schemenly two bytesare usedfor x
and ypositiondata as well as for eadfearing.

Position information is encoded simply as a signed integer over two bytes. For encoding say

an x value it is converted from a double valueinmaétr 42 | &aA3IYy SR Ay i S3ISNI
in C code) value in centimeseThe upper eight bits are then put intite x1 byte and the

lower eight bits intothe x2 byte. It is decoded byticking these two bytes together as an

integer and conveing back from centimetresnto metres. This means &b values of up to

G062 RSOAYIE LRAYyGa | OO0OdzNF 0 FNRBY bLoHT®cyY
millimetre accuracy could be achieved by conversion from metres to millimetres, resulting

AY I Nry3aS 2F @GIfdzS&d boHdPTCYyY (2 OHPTCTYOD

A more novel approacls taken for encoding bearings. Given a possible range of bearing
values from 0° up to but not including 360°, maximum accuracy can be achieved by setting
0x0000 to 0° and OxFFFF one step below 360°.

Step Sizes _360 =0.005
65535

(5.1)

That is,a maximum esolutionwith a step size per bit of 0.0055Fo achieve thibearing
areencodel as follows.

65535

| =(int f
( )360 N

(5.2)
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This value is rounded to the nearest unsigned integer and then the top eight bits and lower
eight bits transmitted. Decodinig achieved by invertingquation 5.2above and forcinghe
division to be done as a double typdter sticking the two received bytes back together as
an unsigned integer

360
f ., =(double)——1
= 65535

(5.3)

Upon receiving a neighbowable update packet node will add the information contained
to its bearing and neighbour tabléahich are covered in the next sectiprfin a neighbour
table update packetthere is bearing information about a node the receiver has not
previouslyreceived a packet fronthen that bearingis ignored; even thougthe nodeis a
neighbour of the transmitter it may not be a neighbour of the receiver.

A neighbour table update packet is transmitted at maximum power to all nodes in the
neighbour table for which there is local &ng data. A crude method of directional routing

is achieved by taking those bearings and transmittingthe nearest transmitter LED#s

only one packet is sent to ensure a neighbour will not receive multiple neighbour table
update packets (which coultesult in multiple position estimates being made from the
same data reducing the effect of teHDWI.

/I neighbour table update packet transmission
for all neighbour nodes in neighbour table i: 1 to 7
if (local bearing][i] = NAN)
find nearest quadrant ABCD
find nearest LED WXYZ
set transmit mask accordingly

pend mutex(mutex comms msg tx)

OOAT Oi EO DAAEAOs$! kEt 3! kOAIl £ EAt OUDPAKR. Rt
and local bearing info)

post mutex(mutex comms msg tx)

5.36 Neighbour& Bearing Table Management

Each node maintains a table of information about itself and its neighbour nedethat
when new data is receivedipdated position estimates can be made usihgttdata and
then stored in the table. The table contains informaty’ | 62dzi Sl OK y2RSQa
count, current position and bearings to other nodes.

| ID | status | xest|yest| hops| seff | n | .| ny |
Self self.status Xself yself dself - U sefn1 U selfnN
nl.status X Vi d; U niself - U ninN

nN.status Xy YN dy Unnself | U nNnt -
Figure 511: Neighbour and bearindata table.

Given that therewasonly five nodes in the testbedith a limited amount of flash memory
available it was decided to limit the size of the table to accommodate for a maximum of
eight nodes (including the node on which it is stored). For a large network of nodes it would
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be desirable to use dynamic memory allocatrather than preallocating it as donén the
code but for a network of up to eight nodes this is sufficient and makes management of the
table somewhat easier.

In the code this table is split up into two data structures, the first is an array of steuctur
variables with character type fields for ID, status and hop count as well as double type fields

for x estimate & y estimate, and hop count whichnstitutesthe neighbour table.On
initialisation according to the DIL switch self ID and selfus fieldsare filled, and for an

anchor node the hop count is set to zero and the x, y position data is set as specified in the
O2RS® ¢KS NBYIAYRSNI 2F (GKS y2RS L5a IINB asi
status, the x and y fields set to NAN (notuanber) and hop count fields set to OxFF.

The second data structure is an 8 x 8 double type anfayearing variables. The row and
columns correspond to the node IDs given in the neighbour table. A varap(eow i,
column j) in the array corresponds the bearing of node j taken from node i. For example
local bearingss seij are all given in the first row of the array. The entire bearing table is
initialised to NAN on declaration.

On reception of a packet the neighbour table is checked to see ifrémsmitter node is
already listed, this is done by checking the source address against the node IDs in the table.
If a node ID is found to match the row index is recorded (effectively a neighbour table
pointer), if no node ID is found to match then thestinode ID which is zero (as initialised)

has its row index recorded, and the source address will be written to the node ID field. In
this way new nodes are added to the table.

/I add node to neighbour table if new
for rowsi: 1to 7 //self is row O
if (nodeID == SA
break
elseif( nodeID==0 )
set node ID = SA
break

set neighbour table row pointer =i

On reception of a hello packet sequence a new bearing will be written to the first row of the
bearing table which corresponds to the lbdaearings, to the column of the transmitter

node. The majority of information in the neighbour and bearing tables comes from
reception of neighbour table update packets. These packets fill out all the remaining rows of

the neighbour and bearing tables Ipyoviding position, hop count and bearing datdote

GKFEG AF GKSNBE A& O0SIENRARY3I AYF2NNIGA2Y | o62dzi |
table, then that information is discarded. The status of the transmitting node is determined

by its hop countjf it is zero then the node is an anchor otherwise it is a node of known
position (position must be known to transmit a neighbour table update packet).

Hop countof a non anchor nodes determined directly by checking the neighbour taliles
simply the minimum of all the hop counts in the neighbour table plus one, as these are one
hop neighbours A non anchor node can only have its status change from unknown to
known when a valid position estimate is made, which requires sufficient bearing and
positioninformationfrom atleast two reference nodes to make a neighbour triangle.
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5.4 Localisation

5.4.1 Bearing Calculation

The bearing calculation method whialsesa sequence of hello packetas outlined in
section 4.1is implemented as follows. A charactype array witheight cells representing

each receiver is initialised to zero before receiving the first hebaket; this array
represents the transmission power of hello packets received on the receivers. When a hello
packet is received on a receivies transmission power is checked against that stored in the
array. If the array value is zero or if the packet power is less than the array, tlanethe
transmission power is written to the arrain this way the minimum power of all packets
received m each receiver is recorded.

From this array the receiver which received a hello packet at the lowest transmission power
is identified and recorded, this receiver is assigned as temporarily a8°theearing. The
other receivers are assignddcal bearing in sequenceas 45°, 90°, 135°, 180135°,-90°

and -45° taken clockwise from the minimum power receiver. Using the minimum received
powers and these temporary bearingsvalue for the delta angle from the minimum power
receiver is calculated and thuke final bearing estimate is obtained. The bearing table is
then updated for this new local bearing estimate.

/I calculate bearing given power array
for receiversIDi:1to 7
if (array][i] '= 0)
if ( (array[i] < hello_array[rxmin] ) OR(array[rxmin] ==0))
set rxmin =i;

for receiversIDi:0to 7
/Ir xmin assigned as bearing 0
set j=(rxmin + i) mod 8;
/I sequence 0, 45, 90, 135, 180, -135, -90, -45
if (i<=4)
set rxangle = 45%;
if (i>4)
set rxangle= -180 +45*(i -4);

if ( array[j] '=0 ) {
set num = sum((POWER_MAX array[j]) x rxangle)
set den = sum(POWER_MAXarray[j])

bearing = num/den + rxmin*45
if (bearing < 0)
set bearing += 360

reset array
function update bearing table( self , SA bearing)

5.4.2 Position Estimatio

Postion estimation in the code is a direct implementation of all the equations and the
phantom eliminationmethod outlined in section 4.2, and as such does not need to be
coveredfurther here. The issue of noise sensitivity due to errors in angle measursmers

also touched upon this section, and highlighted as another possible means of weighting
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estimates. In this implementation however only a simple check is applied to see if estimates
are going to be unduly affected by noise sensitivity.

/I noise sensit ivity check
E A 3P Pva OF Poac fall  within £20° of 0° or 180°)
return without doing a position estimate

If a discrimination angle falls within 20° of the angles 0° or 180°, this would make an almost
collinear triangle with angles very sensitive to noise. kchsa case a position estimate is not
made, judged as being too unreliable.

5.4.3 AHDWL

For non anchor nodes position estimates are combined to produce a single current position
estimate using the equations of the AHDWL weighting algorithm outlined iroset13.

/I AHDWL

set d=( nlhops + n2 hops) + 2
set beta = BETA BASE/d
setalpha=1 - beta

if x est AND y est are valid
if self x and self y are NAN
/I update neighbour table 1st estimate
set self x = x est
set self y =y est

else
/[ update  neighbour table 1st estimate
set self x = alpha x self x+beta X x est

set self y=alpha x self y+beta xy est
The first valid position estimatemade is written directly tothe neighbour table as the

currentestimated position. Thereafteposition estimates are weighted based on the anchor
hop counts of their reference nodes.

5.5 Brief Walkthrough

To assist understanding an exampleenarioand a walkthrough of the code responge
presented. Consider a single neighbour triangle within arhad network which initially
consists of an anchor node (A) and two nodes of unknown position (B & C), here the
response of node C is examined.

(X0 V) ' L P
. : :

Figure 512: Neighbour triangle ABC which forms part of an ad hoc network.
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Node C first receives a hello semece from node A. Node A is added to the neighbour table

and the local bearingf node A is calculated and added to the bearing table. Node C then
receives a hello sequence from node B and again adds this information to the neighbour and
bearing tables. Upn reception of this hello sequence, node A sends a neighbour table

update packet which contains its own position information as well as the bearing of node B
takenatnode A KA & LI2aAdGA2Y FYR O0SINAY3I AYTF2NNIGAZY
A isidentified as an anchor with a hop count of zero. Therefore node C finds its own hop

count to be one.

IE--“

NAN NAN - Uca Ucs
A A Xa YA 0 NAN - U aB
B U NAN NAN OxFF NAN NAN -

Table5.1:N2 RS / Quponirdcdivingsaéneighbour table update packet from anchor node
A

Node C then sends its own hello packet sequence having reached timeout for its idle task.
This trigges an immediate neighbouable update packet response from nodewhich now
contains the bearing of node C at node This new information is added to the bearing
table. Later node B transmits a neighbour table update packet, with position and hop count
information as well as the bearing information of nodes A, C and another node. This means
that node B has been able to perform position estimation with that other node and node A
as references. This information is added to the neighbour and bearing tabheslefC with

the exception of the bearing of the node unknown tpanhd node A ispdatedas being of
known status.

Given there are two nodes with position data and there is bearing data to and from each
node in the triangle, node C can perform a pasitiestimate. Given that this is the first
position estimate node C makeAHWDL is not applied, but the node now becomes of
known status given a valid position estimate has been made. Node C then updates its own
information in the neighbour table and sendsneighbourtable update packet to nodes A

and B.Future packets received will then be used to make new position estimates which will

0S 6SAIKGSR dzaAy3a !'152] (2 dzLJRIFIGS y2RS / Qa L
IEI--“
K Xcest ycest 1 Uca Ucs
A A XA Ya 0 U Ac - U AB
B K Xg Vs ds UBc Uga -

Table52Y b2RS / Q&4 NBadzZ GFyd ySAIKoOo2dzNI |y
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6. Testing & Evaluation

6.1 Bearing Testing

The aimof the following tests was to check the range and standard deviation for calculated
bearings by ending hello sequences at different step sizes of transmission power (duty
cycle).

A s

LA

Figure 61: Bearing test set upt a range of 1m with receiver nodetlehdtransmitter node
right.

The receiver node was set up at a range of 1m from the transmittelenpand placed at
angles of approximately 030°,45° 60°,90° and 135°. At each angle 50 hello sequences
were sent for step sizes of 2%, 49%5,68% and 10% transmission duty. Each sequence
started at the given step size and increased up to a maximum dfuB0%.The following
table gives a summary of the results of the tests, with the actual observations given in
AppendixA.1

| Angle | 2% | 4% 6% | 8% | 10%_
Mean  0° 130 175 300 379 167
30° 2657 27.02 2875 2839 3021

45° 4587 4570 4434 4730 4478

60° 6615 6587 6493 6513 63.24

90°  90.86 9071 9124 90.99 89.99

135° 133.98 134.38 13517 134.95 141.46

Variance  0° 423 680 1303 1830 18.72
30° 552 607 571 1113 496

45° 231 808 2065 4282 42.23

60° 076 365 922 924 1091

90° 1000 1078 1073 1586 19.27

135° 762 1209 1749 2891 51.70

StdDev  0° 206 261 361 428 433
30° 235 246 239 334 223

45° 152 284 454 654 650

60° 087 191 304 304 330

90° 316 328 328 398 439

135° 276 348 418 538  7.19
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Table 61: Descriptive statistics dfearing test resultat 1m range

As one would expect, for an increasing step size a typically increasing variance and standard
deviation is obtained. The resolution of the calculated bearing values is alsdacsesauce.

These resultare as expected; with a greater resolution of step sizes available more precise
measurements of the minimum transmission power for receiver connectivity can be made
thus giving a better centroid calculatioithe majority of the tets found that the average
bearing calculation was withih0° of the actual bearings as measured by hand.

Standard deviation is the best measure of dispersion given here because (unlike variance) it
is given in the same unitssthe calculations(degrees) It can be said with 95% confidence

that a bearing calculation will lie within two standard deviations of the méathe above
results (table 6.1)the largeststandard deviationwas 7.19, meanng there was a 95%
probability of a learing calculation Iy within 14.4° of the mean For applications such as
directional routing,giventhe Sensr transmitters are placedt about 22.5° apart from each
other, eventhis is reasonably good resulpackets ould be forwarded to neighbours with
reasonable confidete by using the nearesitree transmittersto the calculated bearing.

Thereis a trade off herdnoweverbetween accuracy and time. The smaller the step, $ize
greater the bearing accuracy but so to the longer the hello sequence will take to tradémit.

a step size 02% a hello sequence will take 32.8s at 200ms per packet. Likewise 4% will take
16.8s, 6% will take 11.2s, 8% will take 8.8s and 10% will takeCo2sideration needs to be
given to the maximum time a node can be allowed to transmit, threde is a clear need for
media access control to ensure that nodes will not transmit whilst a neighbour is sending a
hello sequence as a few missed packets can result in a very different bearing calculation.

A method that could be used to achieve higlaecuracy with lower step sizes would be to
apply a moving average or median filter to bearing calculations made. For example consider
the results from the 1m range 0° beyag test for a step size of 8%, then apply moving
average and median filters with andow forup to five bearing calculations.

Calc F|Iter Calc Avg Filter Calc Avg Filter
8.18 4.772 3.75 8.18 4.022 3.75

3.75 1.875 1.875 -3.75  4.022 3.75 3.75 4772  3.75
3.75 25 3.75 -3.75 2.522 3.75 8.18 4,772 3.75
3.46 2.74 3.605 -3.75 1.022 -3.75 8.18 6.408 8.18
3.75 2942  3.75 8.18 1.022 -3.75 3.75 6.408  8.18
0 2.942  3.75 8.18 1.022 -3.75 0 4772  3.75
0 2.192  3.46 8.18 3.408 8.18 8.18 5.658  8.18

0 1.442 0 3.75 4.908 8.18 8.18 5.658 8.18

0 0.75 0 8.18 7.294 8.18 3.75 4.772 3.75
8.18 1.636 0 0 5.658 8.18 8.18 5.658 8.18
8.18 3.272 0 3.75 4.772 3.75 8.18 7.294 8.18
-3.75  2.522 0 -8.18 15 3.75 8.18 7.294 8.18
3.75 3.272 3.75 8.18 2.386 3.75 8.18 7.294 8.18

0 3.272 3.75 0 0.75 0 0 6.544 8.18
3.75 2.386 3.75 8.18 2.386 3.75 3.75 5.658 8.18
3.75 1.5 3.75 0 1.636 0 5 5.022 5
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8.18 3.886 3.75 3.75 4.022 3.75 - - -

Table 62: Moving average and median filteapplied talmrange 0° bearing8% step size
results

IR
Calc Avg Filter
Mean 3.79 3.68 3.92
Variance 18.30 4.03 11.42
Std Dev 4.28 2.01 3.38

Range 16.36 7.29 11.93
Table 63: Descriptive statistics fahe moving average & median filters applied.

Both the moving average and median filterssuét in less variance in the bearing
calculations However applying such a filter auld alsoreduce the responsiveness of the
system to changes in node positions, as at multiple hello sequences would need to be
received (depending on the size of the filil@indow) before reaching a new stable bearing.
This would be particularly true of MNET&nd a relative non issue for stationary networks.

To apply a moving average filter to bearing data in ¢bde as given wouldrrays (of the
filterswindow size¥or each local bearing in the bearing talitestore past calculationg:his
would be relatively simple to implement as outlined below.

/[ bearing calculation moving average filter (five data points)
/Il bearing data][] initialised to NAN

fori:0to 4
if((bea ring data[i] == NAN) OR (i == 4))
break
set bearing data[i] = bearing datali +1]

set bearing datali] = new bearing

bearing = function avg(bearing data[0 to i])
/l for median filter
/I bearing = function median(bearing data[0 to i])

6.2 Position Calcuili@n

Before implementing the code on the testbed, testing was done In order to ensure that
position calculation and phantom elimination worked correctly. This was done by simulating
packet reception at the mainboard, that is to say explicitly specifyintkgta and their
contents to be decoded at the mainboard. In the cptlés meant using the idle task to
signal the communications task semaph@rather than the USART ISB)d using @ounter

to determine what packet was to be decoded by the task.

/lid letask testcode
1 min + random delay

post semaphore(sem comms rx)
/I comms task  test code

pend semaphore(sem comms rx)
increment packet counter
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switch(packet counter)
put simulated data into packet for given packet count

respond to simulated packet

The first set of tests for position calculation were for triangles wHpgel Xg|| = Va1 Vsl

This was because it was unclear how the original algorithm would cope with such scenarios
and also becauséor such trianglest is easy to calculate exgeted results (right angled
triangles with 45° discrimination angles).

Figure 6.2: Simulation test fixa 7 Xg|| = ||yaT Val|.

With some modificatioa to the original scheme resultig in that outlined in section .2, a
successful simulation test witheighbour nodes at equal distances in the positive and
negative x and y directions/as performed(as shown in figure 6.2). For each triangle
combination the correct result of (0,0) was obtained.

Successfuliswlations were also conducted for triangles eve |xa T xg||I  yAT lyg|} One
of these tests is detailed below

phantom
/ Jos \(5:5)
4+ i .
/' o

@
(0,-10)

Figure 6.3: Simulation test fika 1 Xg|| < [|yaT Val|-
This triangle wasimulated by using the followacket sequence.

PackefType Info
1 1 H

Pow: 8, Rx ID: 1 (45°)
2 1 H Pow: O¥F (end seq)
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Pow: 8, Rx ID: 3 (135°)
Pow: OXFF (end seq)
x: 0, y: 0, hops: @ 1seif 225°, U 12: 18C°
x: 0, y=-10, hops: 0t 2seif 0°, U 210 315

Table 6.4: Received packet sequence for simulation test.

NEFE NN
Z2ZTIT T

This resulted in the coect position estimate of-b,-5) being made anautput to the PC as
shownbelow in figure 6.4.

& sens-r - HyperTerminal

File Edit Wew Call Transfer Help

] nan nan nan nan nan nan nan
] nan nan nan nan nan nan nan
e lirE Ni2-%:0.00-y:-10.00n:7-b:315.00-n:
-posn est-x_est:-5.00-y_est:-5.00d:2-beta:B.350-alpha:0.650-x_se
-0.00-N tx-.
*NT>
s: K ID: 7 =: -5.00 y: —-0.00 d: 1
s: A ID: 1 x: 0.0 v: .08 d: O
s: A ID: 2 =: .00 v: -10.80 d: @
*BT
7 1 2 ] ] ] ]
1 nan 45.08 135.00 nan nan nan nan
1 225.80 nan 180.880 nan nan nan nan
2 315.06 0.00 nan nan nan nan nan
] nan nan nan nan nan nan nan

Figure 6.4: Results tife simulation test as seen on PC terminal.

By doingthese tests the code operation, position calculation and phantom elimination
methods were demonstrated to workgiven successful packet reception at the receiver
Testing then moved from simulated reception at single Sensde to a triangle of three

Figure 6.5: Experimental set up for position estimatiith the lower lefnode unknown,
the other two nodes as anchors

This set up exposed a number of pleims with the code as it stood. Originally after
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reception of a hello sequence anchor or known nodes would then immediately transmit a
neighbourtable update packet, howevegiven the implementation of sending hello packets

of power OxFF on each LED to end the sequence a delay had to be introdbcedelay

gla 2F | NIYR2Y LISNA2R (2 Syadz2NB YdAalleA LI S vy
update packets simultaneously.

Another problem was in preventing the simultaneous transmission or partial transmission of
hello sequences by nodes. Simultaneous transmissions render the packets sent useless, as
they arecorrupted and thereforeliscarded for failing CRC checkn attempted solution to

the problem was to implement avait and random resend routine, where if a message is
being received then transmission is delayed and an attempt to resend made after a random
period of time.

A furtherdifficulty involvedneighbourtable update packets being missed at their intended
recipient nodes. This may have been caused by inaccurate bearing calculations affecting
which LED the packet was to be forwardedasrsimultaneous transmissions as mentioned
previously.

It became quite clearthat without implementing proper media access contrahd
directional routing position estimation would be practically unachievable. Estimates were
able to be made but the length of time ibok to successfully receive the necessary packets
(requiring muliple resends befora packetwas received) made the process so slow as to be
made redundant. Only by strictly controlling when each node was to transmit and on which
transmitter LED wassuccessful position estimation was achiev&iven the problems in
achieving position estimation for a single neighbour trianglesition testing was haltedat

that point and unfortunately there wag Ckiifficient time to attempt to implement a MAC
scheme

6.3 System Evaluation

By using the Senstestbed and code it wa®tind that reasonable accuracy can be achieved

by using the bearing calculation method outlined in this pajp#gher accuracy is achieved

for sending hello sequencesith smaller step sizes in transmission powkowever the

smaller the step size the longé takes to transmit a hello sequence. Another method to
improve accuracy is achied by applying a moving average or median filter to bearing

OFf OdzAf FGA2yas f(iK2dzZAK GKAa tet@drbgyRchdngesi SNJ (G K S

Position calculationand phantom eliminationwas found to work correctly through
simulated reception of packets at the receiver node but problems with simultaneous
transmission and directional routing made it difficult to achieve on #utual testbed.
Unfortunately due to thes problems significant testing beyond making single position
estimates was not achieved. This means that a real life assessmenarmf aspects of
system performancevere unable to be made. This includes for example,dffectiveness

of the AHDWlLas compared tojust EWMA, effectiveness of different methods of weighting
by hop count, examining system robustness in dealing with node failures and efficiency in
obtaining new estimates given a changed node structure.
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7. Conclusions & Recommendations

7.1 Comlusion

The primary aim of this project was to implement angle basedocalisation scheme for
infrared ad hoc networks which reduces error accumulation that other iterative localisation
YSGK2RA& adzFFSNI FNRY | gighal Rrengthrificaiprs THE tivé madzlJ2 y
outcomes of the project were one, a testbed of five non mobile Semsdes to provide a

test platform for the scheme and two, the successful implementation of the scheme in code.

Testing of the code found that using the method lmgd in this paper, bearings could be
calculated to reasonable accuracy without the need for RSSI, although it takes a significant
amount of time to make a measurement due to the length of the transmitted sequences.
Longer sequences of greater transmissjgower resolution were found to produce more
accurate results. Applying a moving average or median filter was also shown to improve
accuracy.

Position estimation was found to work correctly by simulating reception of packets at the
receiver node.This denonstrated that the localisation scheme works given successful
packet reception. bBweverthere weresignificant problemsvith regard to packet reception
when tryingto perform position estimation on the actual testbedhis is mainly attributed

to packet ollisions duehe lack ofa media access comti scheme.

The work done in this project contributes to research in the areas of localisation and optical
ad hoc networks. It is hoped that this project provides a platform upon which future work in
these fietls can be based.

7.2 Recommendations for Future Work

Clearly the immediate focus of future work should be implementing a directional media
access control scheme to prevent simultaneous transmisdi@mms neighboursinterfering

with each other Without meda access control simultaneousatrsmissions can corrupt
packets which in terms of the localisation schemeeans a receiver node may miss
neighbour table update packets or miss a number of packets in a hello sequence, resulting
in inaccurate bearing estinians.

A possible media access control scheme would be to implement a network allocation vector
as a means to do virtual carrier sensing. For example, when a node wants to transmit it
could first send a packet which specifies the time it will take todsiés following packets,

or in the MAC header there could be an NAV duration field which tells other nodes not to

transmit for that specified period. Neighbour nodes then take this value and store it in a

NAV counter which decrements to zero over timewdtich point they are free to try and
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gain the right to transmit. Random wait times might also need to be implemented to
prevent collisions between initial packetsaplementing proper MAC would also likely help

a2t @S (KS LINRBOf SY ¢ KSoNSntelfereyvhRo&ckeds oritd séceiliehsl y & Y )
by preventingtransmission and receptiorirom occurring simultaneouslyn the same

direction.

Another area of work to be done is in directional routing, in particular forwarding of packets
to specific nodestilising the directionality of the transmitter LEDs. A crude implementation
was given in the code for transmitting of neighbour table update packets, by sending on the
closest transmitterhowever it is likely a better method could be found.

Future work vould undoubtedly involve moving to a larger testbed of say 20 nodes and
upwards. For such a network it would bestto utilise dynamic memory allocation rather
than preallocating it for the neighbour and bearing tables. Fortunately the AVR C library
provides functions for dynamic memory allocation to on board and external RAM.
Alternatively it may be beneficial to use PC to simulate the role of the mainboard, removing
the concern for memory. By using a simpler node design with a single communications
board using USB, multiple nodes could be controlled through a single USB hub. This would
provide data onthe state of many nodes in the network as well as greatly reducing the
debug process time.

Alsq with regard to the tablesit would be advisable to imp¥Sy & F a2NIi 2F Wi,
scheme for node datan orderto account for node failures. In the current scherifea node

FILAEA AGa RIEGIE NBYIFIAYAa Ay AGa ySAIKo2dzZNAQ (|
would think they are one hop nodesdfecting the weightings applied to position data across

that area of the network. One could apply TTL to data in the table, which on expiring would

be prohibited from use in anchor hop and position estimate calculation until a new packet

from that node igeceived.

Anotheressentialand quite simpleehangewould be toalter the code such that two or three

hello sequences could be received at a time by using multiple receive buffers. This would be
useful in the case where a node can see two neighboursttyirepposite each other, but
where they cannot see each other and so both transmit hello sequences.
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Appendix A: Test Results

A.1 Bearing Test Results

Range 1m, Beang 0°

Step Size: 2% 4% | 6% | 8% 10%

0.00 3.60 -2.81 0.00 5.63
-1.70 3.60 12.86 3.75 -5.62
0.83 0.00 0.00 3.75 0.00
3.53 0.00 6.00 3.46 0.00
0.00 1.73 -2.81 3.75 -5.62
0.00 0.00 2.81 0.00 0.00
1.73 8.18 7.16 0.00 5.63
1.73 1.73 6.00 0.00 5.63
3.60 0.00 7.16 0.00 5.63
1.70 0.00 0.00 8.18 -5.62
0.87 1.73 6.00 8.18 5.63
0.00 1.73 2.81 -3.75 5.63
4.50 0.00 6.00 3.75 5.63
0.85 3.60 7.16 0.00 5.63
1.76 7.83 7.16 3.75 5.63
0.00 1.73 2.81 3.75 5.63
3.53 1.73 -2.81 8.18 0.00
2.60 1.73 2.81 8.18 0.00
0.00 0.00 -2.81 -3.75 5.63
2.60 0.00 2.81 -3.75 -5.62
0.00 0.00 0.00 -3.75 5.63
-0.85 3.60 0.00 8.18 0.00
0.85 1.73 -2.81 8.18 -5.62
0.00 7.83 7.16 8.18 0.00
2.70 3.60 -2.81 3.75 0.00
1.70 7.83 6.00 8.18 -5.62
-2.60 0.00 6.00 0.00 0.00
3.60 1.73 6.00 3.75 5.63
-0.83 7.83 2.81 -8.18 0.00
0.00 0.00 7.16 8.18 0.00
0.85 3.60 2.81 0.00 5.63
-1.70 3.75 6.00 8.18 0.00
3.53 1.73 2.81 0.00 5.63
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0.83 3.60 6.00 3.75 5.63

5.63 3.60 2.81 8.18 5.63
0.83 0.00 0.00 3.75 5.63
-0.83 0.00 0.00 8.18 5.63
0.87 -1.73 0.00 8.18 5.63
0.00 1.73 2.81 3.75 5.63
1.70 -1.73 0.00 0.00 5.63
0.83 0.00 7.16 8.18 -5.62
0.00 1.73 0.00 8.18 0.00
1.73 -1.73 2.81 3.75 0.00
-0.83 1.73 2.81 8.18 5.63
0.00 -1.73 0.00 8.18 0.00
2.65 -1.73 2.81 8.18 0.00
6.56 1.73 0.00 8.18 0.00
0.85 0.00 0.00 0.00 5.63
0.83 0.00 7.16 3.75 -5.62
7.83 0.00 6.28 5.00 -6.59

Table A.1: Bearing test results for 1m range, 0° bearing.

Range 1m, Bearing 30°

Step Size: 2% 4% | 6% 8% | 10%

29.48 24.43 28.22 27.50 28.64
24.13 27.32 25.62 30.00 28.64
23.79 24.43 31.88 23.82 31.50
26.09 30.00 24.49 28.93 28.64
28.93 23.82 31.42 23.82 31.50
27.30 31.15 28.42 33.75 31.50
28.71 27.00 30.60 31.15 28.64
28.42 2591 32.14 23.82 28.64
27.75 26.13 26.59 31.15 26.25
24.13 31.94 25.93 27.69 31.50
26.62 23.82 28.42 28.93 31.50
24.13 25.71 30.60 27.00 35.00
27.93 24.43 25.71 31.15 31.50
2591 27.00 28.87 23.82 31.50
28.71 28.93 30.60 31.15 31.50
23.82 23.82 23.54 28.93 31.50
24.43 27.00 27.32 31.15 26.25
28.42 30.00 27.32 28.93 31.50
23.79 23.82 30.60 23.82 31.50
25.71 24.55 27.32 27.00 30.00
24.13 24.43 24.68 31.15 31.50
24.13 25.71 30.60 28.93 31.50
27.75 27.00 26.32 30.00 28.64
24.43 27.00 23.54 30.00 28.64
27.25 27.93 32.55 21.00 35.00
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28.03 30.00 29.73 31.15 28.64

30.00 29.03 31.42 3000 28.64
25.31 28.50 27.32 30.79 31.50
23.16 28.93 28.87 23.82 26.25
30.26 27.93 23.54 28.93 28.64
24.49 25.91 31.42 28.93 27.00
28.22 25.71 30.60 31.15 28.64
24.49 28.50 27.32 23.82 28.64
32.86 30.00 26.85 28.93 31.50
29.48 30.00 28.22 27.69 35.00
24.43 28.50 28.87 31.15 28.64
26.13 28.33 30.60 33.75 31.50
23.82 23.82 29.73 23.82 31.50
27.54 30.00 28.87 33.00 35.00
26.56 27.50 31.42 31.15 28.64
31.03 23.82 29.73 28.93 28.64
28.98 25.71 28.87 31.15 28.64
26.87 24.43 31.42 33.75 28.64
24.43 23.82 28.87 28.93 28.64
23.79 23.18 29.73 22.50 28.64
24.43 28.50 29.73 22.50 31.50
24.08 25.31 29.73 31.15 28.64
27.42 32.88 31.42 25.31 33.75
27.75 28.93 29.73 23.82 31.50
29.19 28.42 30.27 28.93 29.72

Table A.2: Bearing test results for 1m rang@, bearing.

Range 1m, Bearing 45°

Step Size: 2% 4% | 6% | 8% ______10%

47.25 45.88 47.81 49.50 59.06
46.80 41.40 49.66 47.14 47.37
43.69 42.24 49.50 42.95 39.71
43.14 57.69 53.04 46.88 42.19
46.34 43.04 40.78 42.95 37.06
45.46 46.80 42.27 42.86 47.37
44.56 44.12 43.55 47.14 34.41
46.35 46.80 57.60 47.05 42.19
44.13 44.04 40.91 48.91 40.00
45.43 42.00 42.00 46.88 65.77
47.32 45.92 46.45 43.13 47.50
48.75 44.04 46.41 41.25 37.06
43.16 50.00 46.36 41.25 54.64
48.83 45.92 46.32 41.09 39.71
44.56 48.00 39.19 43.27 47.50
44.57 45.92 41.03 46.88 47.37
46.38 44.12 46.41 55.00 37.06
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46.78 44.10 43.55 39.13 42.19

46.32 46.80 43.64 46.88 42.50
45.89 47.93 43.55 43.13 39.71
47.25 46.88 49.50 51.14 54.64
44.57 45.92 46.41 40.71 42.50
45.89 45.92 43.59 5625 56.25
45.90 45.92 34.14 43.20 42.50
47.32 44.12 43.68 43.20 51.92
45.90 47.76 42.00 66.00 47.25
44.13 46.88 46.41 54.47 42.50
45.44 39.13 57.12 47.14 39.71
44.10 46.88 39.00 66.00 42.75
48.75 41.25 39.00 43.13 40.26
46.78 46.00 41.90 50.87 40.00
45.90 46.80 41.79 66.18 39.71
46.88 46.80 42.00 55.00 57.00
46.34 47.76 38.57 41.40 47.37
46.78 45.92 40.91 47.05 42.75
46.82 43.04 40.34 43.13 39.71
46.36 47.87 46.32 43.04 39.71
43.13 45.92 46.50 40.71 54.64
45.46 49.00 40.50 40.50 39.71
47.32 47.87 39.19 43.20 47.37
46.34 45.92 45.00 56.25 42.19
45.90 45.92 46.41 48.91 42.50
46.34 46.80 49.50 47.05 47.25
45.88 42.24 46.50 45.00 51.92
45.44 47.76 39.00 46.96 39.71
46.78 46.91 46.41 47.05 47.50
45.91 46.80 40.91 43.13 42.19
46.82 43.09 40.91 49.29 42.50
46.32 43.20 46.41 41.25 39.71
40.91 42.00 46.91 54.51 45.00

Table A3: Bearing test results for 1m range, 45° bearing.

Range 1m, Bearing 60°

Step Size:2% 4% 6% 8% . 10%

65.82 67.50 67.50 57.27 63.75
66.52 69.00 63.68 65.77 63.75
66.84 66.82 64.07 61.36 63.75
66.18 67.50 65.32 69.00 63.00
66.49 64.50 58.30 60.00 63.75
66.46 66.18 66.46 67.50 65.77
66.09 66.09 66.46 69.00 65.77
64.50 64.50 64.07 67.50 65.77
64.18 66.82 66.46 64.29 65.77
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65.77 66.82 61.13 66.00 65.77

66.49 66.82 64.07 58.50 56.25
66.18 65.32 65.09 60.00 61.36
66.84 66.82 55.23 61.36 65.77
66.49 66.09 63.68 62.31 63.00
66.84 66.18 66.46 69.00 56.25
66.84 60.58 66.46 66.18 65.77
64.18 66.82 66.46 64.29 63.75
66.46 66.82 66.46 67.50 61.36
65.71 63.62 68.54 6231 63.75
66.36 65.32 62.68 64.29 55.00
66.46 59.40 66.46 60.00 65.77
66.46 66.09 66.46 65.77 63.75
66.14 66.82 66.36 67.50 60.00
64.07 67.50 67.50 64.29 67.50
66.49 66.82 64.07 64.29 63.75
66.49 64.29 65.32 66.18 65.77
66.84 66.82 66.46 67.50 65.77
66.84 66.09 66.46 67.50 58.50
67.17 66.82 64.07 67.50 63.75
66.52 66.82 66.46 69.00 58.50
66.84 66.82 52.68 64.29 55.00
66.49 66.82 64.07 62.31 65.77
66.49 64.50 67.50 60.00 65.77
65.00 64.50 66.46 65.77 63.75
66.49 63.62 66.46 69.00 67.50
66.14 66.82 66.46 69.00 56.25
65.77 66.09 66.46 66.18 65.77
63.75 66.09 66.46 63.00 63.00
66.14 66.82 59.40 64.29 63.00
65.32 66.09 63.68 66.00 63.75
67.87 66.82 65.09 65.77 63.75
65.71 59.40 65.32 62.31 58.50
66.82 65.45 66.46 67.50 65.45
66.49 65.32 66.46 64.29 65.77
66.14 67.50 64.07 67.50 63.75
67.16 66.82 64.07 67.50 65.77
66.49 66.09 66.46 67.50 65.45
66.84 66.82 67.50 67.50 65.77
66.09 65.17 68.64 67.50 60.28
64.50 68.57 64.50 66.49 65.77

Table A.4: Bearing test results for 1m rang@, beaing.

Range 1m, Bearing0°

Step Size: 2% 4% 6% 8% . 10%

90.83 90.00 90.00 90.00 90.00
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90.00
91.88
90.00
91.10
90.00
90.00
90.00
9141
92.76
90.00
91.80
90.00
90.00
90.00
90.00
91.71
90.00
90.00
89.17
89.17
90.00
90.00
90.63
89.17
90.83
89.15
80.36
91.55
90.00
90.00
90.83
90.00
90.00
90.00
91.10
88.24
91.70
90.85
90.00
101.09
90.83
90.00
91.70
101.74
89.15
90.00

91.80
91.80
100.59
91.80
91.73
90.00
91.88
90.00
93.46
88.20
88.27
79.41
91.80
90.00
90.00
90.00
88.27
90.00
88.20
91.80
90.00
90.00
90.00
90.00
88.20
90.00
90.00
90.00
90.00
91.80
88.20
88.20
88.20
91.80
91.73
90.00
90.00
90.00
95.63
90.00
100.59
100.29
90.00
90.00
90.00
91.80

87.00
92.81
96.43
90.00
93.00
91.67
90.00
84.00
105.00
90.00
93.00
96.43
90.00
90.00
90.00
90.00
87.00
87.19
92.81
87.00
90.00
93.00
92.81
93.00
90.00
90.00
92.81
87.19
90.00
90.00
90.00
96.00
90.00
96.43
90.00
90.00
90.00
92.81
90.00
90.00
93.00
96.00
92.81
90.00
90.00
90.00
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90.00
90.00
93.75
93.75
93.75
90.00
98.18
90.00
93.75
93.75
93.75
93.75
90.00
86.25
90.00
90.00
79.41
90.00
90.00
93.75
98.18
90.00
98.18
90.00
93.75
81.82
90.00
81.82
90.00
93.75
90.00
90.00
90.00
86.25
90.00
90.00
86.25
93.75
90.00
90.00
93.75
90.00
86.25
93.75
90.00
100.59

95.63
90.00
90.00
95.63
90.00
84.38
90.00
90.00
84.38
95.63
90.00
90.00
90.00
95.63
90.00
90.00
84.38
90.00
84.38
84.38
90.00
9563
90.00
95.63
84.38
95.63
90.00
84.38
90.00
90.00
95.63
90.00
90.00
90.00
90.00
90.00
90.00
90.00
84.38
95.63
95.63
73.64
90.00
95.63
90.00
95.63



90.00 88.20 9281 93.75 90.00
93.13 91.80 90.00 93.75 90.00
101.10 90.00 90.00 90.00 83.41

Table A5: Bearing test results for 1m range, 90° bearing.

Range 1m, Bearing 135°

Step Size:2% 4% | 6% | 8% . 10%

135.54 135.00 135.00 128.86 138.21
131.04 133.16 138.00 128.86 140.29
135.00 133.85 133.59 133.13 137.81
135.00 139.09 132.27 137.50 140.29
131.09 129.77 136.73 135.00 140.29
131.21 137.93 136.73 137.05 151.36
132.26 134.10 130.50 132.50 143.44
130.11 130.91 139.50 131.09 140.29
136.07 130.00 138.60 133.13 140.29
131.82 130.91 130.50 139.29 140.29
136.11 130.11 125.69 135.00 140.29
134.02 136.96 136.73 132.50 140.29
129.62 131.93 136.73 128.86 137.50
138.18 135.00 136.73 132.95 153.75
133.31 130.00 141.21 132.95 155.77
139.24 135.94 138.00 141.14 135.00
130.60 134.08 135.00 135.00 140.29
137.07 139.00 129.19 135.00 155.77
129.07 139.09 132.27 131.09 135.00
132.80 129.00 133.27 137.25 129.71
136.06 134.08 135.00 131.09 155.77
132.38 130.31 139.50 151.07 135.00
131.90 139.09 141.21 130.71 143.44
134.55 132.30 128.79 133.13 140.29
130.16 134.10 129.19 123.75 140.29
133.94 141.43 132.27 139.29 148.50
135.00 139.19 131.40 142.50 151.36
130.74 139.09 138.10 139.29 140.29
132.83 131.86 139.50 137.05 135.00
135.55 133.13 133.59 128.86 140.29
135.95 13324 133.55 135.00 140.29
137.02 132.07 132.27 133.13 140.29
136.59 133.90 130.50 142.50 135.00
135.48 132.00 135.00 131.09 140.29
134.42 138.00 135.00 135.00 155.77
138.50 139.19 139.50 128.86 129.71
133.94 134.08 138.10 135.00 155.77
136.08 130.31 141.21 141.75 155.77
132.98 136.10 130.50 137.81 140.29
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138.58
131.13
129.50
133.14
138.58
135.54
132.47
132.47
139.00
134.44
131.09

134.08
131.09
139.09
135.00
129.77
135.00
135.00
133.98
136.96
128.15
141.43

Table A6: Bearing test results for 1m range, 135° bearing

127.50
132.27
139.50
130.50
141.21
14304
136.73
138.60
132.27
135.00
141.35
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153.00
128.86
133.13
137.50
135.00
133.13
135.00
128.86
132.50
135.00
140.63

137.50
140.29
135.00
135.00
129.71
143.44
143.44
137.81
140.29
132.19
139.15



Appendix B: Mathematical Work

B.1 Equation 4.16 Proof

Proof of equation 4.16:

p- gl 4=

8 {C A |A B

2/A- B

59

s lC- B dC A A B
2/A- §

Substitute equations 4.13 & 4.14:
2 2 2
s P B AP A A B

2[A- B

Substitute equation 4.15:

s P E AP A (P AP

2|A- B|
ngo 2P- B 2P AP B
2|A- B
s P B(P-A [# 8
|A- B

Substitute equation 4.15:

s |P- BlA B
A B

RHS=|P - B
=LHS

Q.E.D



AppendixC Testbed Supplement

The following appendix provides the circuit giiams and parts required to produce then
mobile Sensr nodes used in this projec€omponent list§or additional electronics used are
also supplied.

C.1 Sensr Components List

Qty/ Value Supplier Part No. Description
Node

Mainboard

1 Monash Uhi Mainboard PCB

1 Futurlec ATMEGA1286AC ATmega 128 128kB MCU (64 TQFP)

1 Futurlec L293D L293D Motor Drive IC

1 16MHz  Altronics V2289 (1x10 pack) 16 MHz HC49SMurface Mount Crystal

8 Altronics Y1041 (1x10 pack) LED 1206 Red

8 430 Altronics R1049 (1x1@ack) Surface Mount Resistor

1 10k Altronics R8188 (1x10 pack) Surface Mount Resistor

3 2k Altronics R8137 (1x10 pack) Surface Mount Resistor

1 aK7 Through Hole Resistor

1 Jaycar SM1020 4 WayDil Switch

1 Altronics S1120 PCB Mount SPST Moment&yshbutton
Switch

2 22pF Altronics R9836 (1x10 pack) Surface Mount Capacitor

5 0.1uF Altronics R8835 (1x10 pack) Surface Mount Capacitor

1 10uF Altronics R4768 Polarised Capacitor

1 Altronics Y0908 MC78M05CD2T (D2PAKJ&rminal 0.5A
Positive Voltag®egulator

1 Altronics P5513 3 Way 90 degree PCB Mount Pin Headel

2 Altronics P5514 4 Way 90 degree PCB Mount Pin Headel

1 Altronics P5515 5 Way 90 degree PCB Mount Pin Headel

1 Altronics P5420 40 Way 90 degree Dual Row Pin (5 way
required)

1 Altronics P5410 40 Way Dual Row Pin (11 way required)

1 Pin Jumper

1 Altronics P5430 40 Way PCB Pin (9 pins required)

Communications Board

1 Monash Wi Communications Board PCB

1 Futurlec ATMEGA168Y0PI ATmegal68 (PDIP) + Chip Socket

1 10MHz  Altronics V1259 10 MHz Low ProfilelC4Crystal

3 0.1uF Altronics R2930A Capacitor

2 22pF Altronics R2814 Capacitor

4 Altronics BC547 NPN Transistor

5 Altronics BC557 PNP Transistor

11 2k2 Through Hole Resistor

4 560 Through Hole Resistor

1 3k3 Through Hole Resistor

1 ak7 Through Hole Resistor

1 Altronics S1120 PCB Mount SPST Momentary Pushbutto

6C
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8 Altronics Z1611 BRM1030IR Rx Module

16 Jaycar ZD1945 5mm IR LED

1 RS LM317MDT/NOPB 500 mA Adjustable Output Positive Volta
Reguator

1 Altronics P5410 40 Way Dual Row Pin (5 way required)

1 Altronics P5400 40 Pin PCB Pin Socket (need 10 pins)

Other

1 MonashUni 5 Pin PCB Cable with Female Plug

1 Monash Uhi 9V Power Supplgr 9V Battery Connector
& 3 Pin Female PCB Plug

3 Altronics H1320 (1x10 pack) 5x12mmRoundNylon Spacer

3 Altronics H3150A (1x10 pack) M3 x 25mmPanPoziNickelBolt

3 Altronics H1345 (1x8 pack) 8mm NylonTappedSpacer

*Note: Motor, wheels, encoders not included as non mobile.

TableC1: Non mdile Sensr node complete components list.

C.2 Seng Circuit Diagrams

The following circuit diagrams are updated versions of thensalable at TWiki.WSensornets

[2].

FigureC1: Mainboard circuit diagram: Mrocontroller.
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